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1. Introduction

In the CIoT-CW work item CT1 has worked on the NAS impacts of the longer delays in the RAN that are the result of introducing Extended Coverage for GERAN (A/Gb mode), E-UTRAN (WB-S1 mode) and NB-IoT (NB-S1 mode). The solutions on radio levels differ a bit, but the consequence for the NAS it that longer delays can be expected for signalling compared to legacy systems. The length of the possible delay also differs between radio accesses, where longest delays are expected in NB-IoT and shorter delays in GERAN and E-UTRAN.
The focus of the NAS updates has been to adjust the NAS timers for the case when Extended Coverage is used, as the longer possible RAN delays otherwise can lead to timer expiry resulting in NAS message retransmission (increased signalling) or possibly in some extreme cases to procedure failures. During the development of solutions, it has been decided to develop a simple solution that considers the worst case delay for the respective radio accesses and not adjust NAS timers in a more dynamic way.
The first radio access for which a solution was agreed was GERAN. Here the solution is based on calculation of extended NAS timers for the NAS timer impacted by Extended Coverage using a fixed multiplier to the legacy NAS timer values. The multiplier value was selected to result in sufficiently long extended timers for the worst case delay when the highest coverage class is used.

For NB-IoT the same principle of applying a multiplier to the legacy NAS timer values was first attempted. However, as the possible RAN delay in NB-IoT is much longer, this resulted in very large multiplier values and extremely long extended NAS timers. It was then decided to change the solution principle and use legacy NAS timers extended with fixed value extensions based on the worst case RAN delay for a single RRC message. Different fixed values were specified for EMM NAS timers and for ESM NAS timers as the RAN delay differs in the two cases.
For WB-IoT while waiting for feedback from RAN2 on the worst case delays with Extended Coverage, CT1 decided to align the solution to the NB-IoT solution and use legacy NAS timers extended with a fixed value extension. The values were left unspecified until further information of RAN delay had been received.

In CT1#101, CT1 received an LS from RAN 2 with additional information on the delay and updated RAN timers used for Extended Coverage. 
In this paper it is discussed what solution would be most appropriate given the feedback provided by RAN2.
2. Discussion
2.1 General

In LS C1-165343/R2-169074, “Reply LS on NAS retransmission timers for WB-S1 mode (eMTC/WB-EUTRAN)”, RAN2 provided the following information and feedback related to RAN delay in Extended Coverage:
· T300, T301 and T304 are extended from a maximum of 2s to 10s (O1);

· T-PollRetransmit is extended from a maximum of 500ms to 4sec (O2);

· T-Reordering is extended from a maximum of 200ms to 1.6sec (O3);

· t-StatusProhibit is extended from a maximum of 500ms to 2.4sec (O4).

Additionally, RAN2 recommends that the extended NAS timer values are specified 5 times larger than the legacy NAS timer values (R1).

In 24.301 subclause 10, the following can be observed for the legacy NAS timers subject to Extended Coverage extension:
· EMM timers in the UE range from 5s to 30s (O5);

· EMM timers in the network are 6s (O6);

· ESM timers in the UE range from 6s to 8s (O7); and

· ESM timers in the network range from 4s to 8s (O8).

Furthermore, the following assumptions can be made:

· The NAS timer extension shall be specified based on the worst case delay (A1);

2.3 Proposed NAS timer extension
As a justification for the recommended extension by RAN2 it can be considered that an absolute extension of T300/T301 plus T-PollRetransmit does not cover the possible RAN delay at Extended Coverage for all applicable NAS timers/NAS procedures. In fact, T300/T301 plus T-PollRetransmit can be considered to only cover the cases where the NAS procedure involves a single RRC procedure. For some NAS procedures, a number of RRC procedures are covered by the NAS timer. 

As an example the Attach procedure can be analysed where the T3410 supervises the time from Attach Request is sent until an Attach Accept or Attach Reject is received. On RRC level the following RRC procedures could be included (c.f. 23.401 Figure 5.3.2.1-1):

· RRC Connection establishment (where the Attach Request in RRCConnectionSetupComplete);

· DL and UL Information Transfer (to transport NAS messages for identity request, authentication and security mode control, and ciphered options transfer);
· Initial (AS) security activation;

· RRC Connection Reconfiguration (can transport the NAS Attach Accept) to UE.
In total there can in a worst case be a RRC Connection establishment (T300) plus nine DL/UL information transfers (T-PollRetransmit), thus a total worst case delay of 46 seconds with the extended RRC timers (O1-4) (10 + 9*4). As a comparison the legacy RRC worst case delay is 6.5 seconds (2 + 9*0.5) when supervised by the legacy T3410 (15s). In the legacy case the “safety margin” of the NAS timer value compared to the possible RRC delay is 15/6.5 = 2.3. The “safety margin” on the Extended Coverage case using a five times extended value would be 75/46 = 1.6. This is lower than in legacy, but given that the additional delay is covered by RRC procedures this seems acceptable.
From the above it seems that the RAN2 recommended value of 5 (R1) is reasonable so this is used as an assumption in the below comparison of solutions.

2.3 Fixed time extension solution A
As a first alternative, the same solution as for NB-S1 mode could be applied also for WB-S1 mode, but using the E-UTRAN CE timer values. The reasoning for the selected timers used can be found in C1-163448, and when the timer values from 2.1 above are applied the following result is achieved:
· Extended EMM timer values will be legacy timer value plus 14s; and

· Extended ESM timer values will be legacy timer value plus 4s.

The above applies to both UE and network.

The result of this solution following O5 – O8 is that extended UE EMM timers range from 19s (5+14s) to 44s (30+14s) and extended network EMM timers are 20s (6+14s). The result for extended UE ESM timers range from 10s (6+4s) to 12s (8+4s) and extended network ESM timers are 8s (4+4s) to 12s (8+4s). Thus, the relative extension will range from 1,47 to 3,8 times for EMM and from 1,5 to 2 times for ESM. This does not meet the RAN2 recommendation, R1, in particular when considering A1. 

Specifically, for the Attach case as described in 2.2, the resulting extended T3410 with this solution would be 15+14 = 29s which is smaller than the worst case RRC delay of 46s.
2.4 Fixed time extension solution B
As an alternative to Fixed time extension solution A, a modification can be considered where the same calculation method is kept but the values are modified to meet R1 and A1. The basis for such modification would then be the worst case RAN delay when the longest NAS timer is used. To limit the impact between different types of timers while keeping the solution reasonably simple a split between both UE and network as well as between EMM and ESM should be considered.
The extended NAS timers for this solution would then be:

· Extended UE EMM timer values will be legacy timer value plus 120s (20*5-20=20*4);

· Extended UE ESM timer values will be legacy timer value plus 32s (8*4).

· Extended network EMM timer values will be legacy timer value plus 24s (6*4); and

· Extended network ESM timer values will be legacy timer value plus 32s (8*4).

The result of this solution following O5 – O8 is that extended UE EMM timers range from 125s (5+120s) to 150s (30+120s) and extended network EMM timers are 30s (6+24s). The result for extended UE ESM timers range from 38s (6+32s) to 40s (8+32s) and extended network ESM timers are 36s (4+4s) to 40s (8+32s). Thus, the relative extension for the UE will range from 5 to 25 times for EMM and from 5 to 6,33 times for ESM, and for the network the relative extension be 5 times for EMM and range from 5 to 9 times for ESM. For ESM timers this seems to be an acceptable variation in the resulting timer values, but for EMM timers in particular on the UE side the impact on short EMM timers seems too big.
For the Attach case, this solution would result in an extended T3410 of 15+120 = 135s which is 9 times larger than the legacy value.

2.5 Multiplier solution
The initial solution agreed for WB-S1 mode was one aligned to the solution used for GERAN which is based on calculation of the extended NAS timer values using a common multiplication factor on the legacy timer values. This solution provides a constant relative extension and by using the multiplication factor 5 according to R1 the result is the following:
· Extended UE EMM timer values will be in the range 25s – 150s (5*5 to 30*5);

· Extended UE ESM timer values will be in the range 30s – 40s (6*5 to 8*5);
· Extended network EMM timer values will be 30s (6*5); and

· Extended network ESM timer values will be in the range 20s – 40s (4*5 to 8*5).

It can be seen that the longest extended timers will be the same as for the fixed time extension solution B, while the shorter timers will get a more limited length.
This solution would result in extended NAS timer values exactly 5 times larger than the legacy values, and for the Attach case an extended T3410 of 15*5 = 75s.

3. Conclusion
When comparing the resulting extended NAS timer values in 2.3 – 2.5 above it can be seen that for the timers that have a large variation in legacy values (EMM timers in the UE) the result is an even larger variation when a solution based on fixed values is used. When considering R1 and A1 it is can be seen that solution 2.3 does not result in sufficiently long extended timers for the worst case. If the fixed value is increased to achieve sufficiently long extended NAS timer for the worst case, the result is solution 2.4. The negative side-effect of increasing the fixed value is that shorter legacy timers will be extended too much. Unless the legacy timers are separated even more, maybe even to a fixed value per legacy timer, it seems hard to set a fixed value appropriate for all NAS timers. Additionally, further separation contradicts the simplicity and flexibility of the solution.
The solution in 2.5 results in extended NAS timer values that are sufficiently long for the worst cases but still not unreasonably long for the short legacy NAS timers. This solution is also simple in that a common multiplier is used for all Extended Coverage related NAS timers and no further split is done. The solution could easily be enhanced to split e.g. EMM and ESM timers and/or UE and network timers to get even more optimized extended NAS timers without making the solution more complex than a fixed value based solution.
It is therefore proposed to agree a solution for extended NAS timers in WB-S1 mode based on a multiplier as outlined in 2.5. CRs to implement this can be found in C1-170067 and C1-170068.
