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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document is a temporary container for the functional models, flows and protocol details for the Presence Service. The contents of this report when stable will be moved into the Stage 2 Technical Specification TS 23.218 [3] and stage 3 Technical Specifications TS 24.228 [4] and TS 24.229 [5].

The present document includes information applicable to network operators, service providers and manufacturers.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "3G Vocabulary".

[2]
3GPP TS 22.141: "Presence Service; Stage 1".

[3]
3GPP TS 23.218: "IP Multimedia (IM) Session Handling; IP Multimedia (IM) call model; Stage 2".
[4]
3GPP TS 24.228: " Signalling flows for the IP multimedia call control based on SIP and SDP; Stage 3".
[5]
3GPP TS 24.229: " IP Multimedia Call Control Protocol based on SIP and SDP; Stage 3".
[6]
3GPP TS 23.141: "Presence Service; Architecture and Functional Description ".

[7]
IETF RFC 2778 "A Model for Presence and Instant Messaging", February 2000.

[8]
IETF RFC 2779 "Instant Messaging / Presence Protocol Requirements", February 2000.

[9]
IETF RFC 3261 "SIP: Session Initiation Protocol", June 2002

[10]
IETF RFC 3265 "Session Initiation Protocol (SIP)-Specific Event Notification", June 2002

[11]
"CPIM Presence Information Data Format", Internet Draft in IMPP WG http://www.ietf.org/internet-drafts/draft-ietf-impp-cpim-pidf-05.txt, May 2002 
[12]
"A SIP Event Package for List Presence", Internet-Draft, http://search.ietf.org/internet-drafts/draft-ietf-simple-presencelist-package-00.txt, June 2002

[13]  
"SIP Extensions for Presence", Rosenberg et al, Internet-Draft in SIMPLE WG, http://www.ietf.org/internet-drafts/draft-ietf-simple-presence-07.txt, May 2002
[14]
"CPIM Mapping of SIMPLE Presence and Instant Messaging", Campbell and Rosenberg, Internet-Draft in SIMPLE WG, http://www.ietf.org/internet-drafts/draft-ietf-simple-cpim-mapping-01.txt, June 2002.
[15]
"SIMPLE Presence Publication", Olson and Campbell et al, Internet-Draft in SIMPLE WG, http://www.ietf.org/internet-drafts/draft-olson-simple-publish-00.txt, June 2002

[16]
"Requirements for Manipulation of Data Elements in SIMPLE Systems", Rosenberg and Isomaki., Internet-Draft in SIMPLE WG, http://www.ietf.org/internet-drafts/draft-rosenberg-simple-data-req-00.txt, June 2002
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions defined in 3GPP TS 21.905 [1] and 3GPP TS 22.141 [2] and the following apply:

Network Agent

a network located element that collects and sends network related presence information on behalf of the presentity to a presence server.

Presence Server

a network entity responsible for managing presence information on behalf of a presence entity. 

Presence User Agent
a terminal or network located element that collects and sends user related presence information to a presence server on behalf of a Principal.

3.2 Abbreviations

For the purposes of the present document, the abbreviations in 3GPP TS 21.905 [1] and 3GPP TS 22.141 [2] and the following apply:

PUA


Presence User Agent

4 Presence Service Overview

The Presence Service provides the ability for the home network to manage presence information of a user’s device, service or service media even whilst roaming. A user’s presence information may be obtained through input form the user, information supplied by network entities or information supplied by elements external to the home network. Consumers of presence information, watchers, may be internal or external to the home network. The Architecture for the 3GPP Presence Service is specified in TS 23.141 [6]

5 Presence Application Server Elements

Editors Note: It is intended that the material from this section will be moved into TS 23.218

5.1 Presence Server

The Presence Server resides in the presentity's home network.

The Presence Server shall manage presence information that is uploaded by the Presence User/Network/External agents, and is responsible for combining the presence-related information for a certain presentity from the information it receives from multiple sources into a single presence document. 

The mechanisms of combining the presence related information will be defined based on presence attributes, and according to certain policy defined in the Presence Server. The Presence Server is not required to interpret all information, the information that the Presence Server is not able to interpret shall be handled in a transparent manner.
The Presence Server shall also allow users to fetch and subscribe for receiving either the full set of presence information of a presentity, or only certain tuples within. The Presence Server shall be able to generate partial notifications to a watcher, these partial notifications only contain those tuples of the presentity which have been modified since the latest notification sent to the watcher about this presentity. 

The Presence Server shall support internetwork operability mechanisms to allow for an interoperable Presence Service across multiple operators' networks and domains (e.g. external Internet). Mechanisms for locating the Presence Server shall be developed, especially with respect to these internetwork operability aspects. 

The Presence Server shall support SIP-based communications with the Presentity Presence Proxy. The Presence Server is a SIP Application Server, and is located using SIP URLs, standard SIP and existing IMS mechanisms (SIP routing, HSS query, ISC filtering, etc…). 

The Presence Server shall support authorization and security mechanisms, at least the following levels of authorization are foreseen:

· Providing presence information to any Watcher application that requests it

· Provide presence information to only those Watcher applications in an “allowed” list

The Presence Server may also support authorization and security mechanisms that is based on asking permission from the Presence User agent on a case-by-case basis.

The Presence Server may support rate-limiting or filtering of the presence notifications based on local policy in order to minimize network load.

The Presence Server could be extended to a generic State Agent, supporting subscriptions and notifications regarding other types of events than presence as well. An example for such event is the combined presence of a whole buddy list.

The Presence Server is a SIP Application Server as defined in TS 23.218 [3]. 

When the presentity is associated with a UE that has subscribed to an IMS network, according to the home control model its Presence Server shall also be located within the presentity's home IMS network. 

5.2 Network based Presence Agents

The Agent elements in the Presence Architecture are functionally distinct from the Presence Server functional element.  The generic function of the Agent elements is to make presence information available to the Presence Server element in standardized formats across standardized interfaces.

5.2.1 Network based Presence User Agent

The Presence User Agent element provides the following functionality:

· The Presence User Agent collects Presence information associated with a Presentity representing a Principal.

· The Presence User Agent assembles the Presence information in the format defined for the Peu interface.

· The Presence User Agent sends the Presence information to the Presence Server element over the Peu interface.

· The Presence User Agent shall be capable of managing the Access Rules.

· The Presence User Agent shall handle any necessary interworking required to support terminals that do not support the Peu reference point.

From a conceptual view, the Presence User Agent (PUA) element resides between the presence server and the user’s equipment as illustrated in the reference architecture in figure 1. In reality, a Presence User Agent may be located in the user’s terminal or within a network entity. 
Where the PUA is located within the network, the particular network entity shall support the Peu interface to the presence server as illustrated in Figure 3. In such a case an additional functionality may be required to resolve the location of the presence server associated with the presentity. 

In this case, the interface between the terminal and the Presence User agent is outside of the scope of standardisation of the presence service.
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Figure 3. Network based Presence User Agent

5.2.2 Presence Network Agents

The Network Agent element provides the following functionality:

· The Network Agent receives Presence information from network elements within the Operator’s network.

· The Network Agent associates Presence information with the appropriate Subscriber/Presentity combination.

· The Network Agent converts the Presence information into the format standardized for the Pen interface.

· The Network Agent sends the Presence information across the Pen interface.

· The Network Agent may Push Presence information to the Presence Server alternatively some network elements may be queried, signaled, or provisioned to deliver Presence information.  For those elements that require querying or signaling, the Presence Server makes a request to the Network Agent directing it to acquire the Presence information.  The Network Agent then issues the appropriate commands to the element.  

The Network Agent may receive Presence information from one or more of the following 2G/3G network elements over the specified interface:

	Network Element supplying Presence Information
	Presence Reference Point
	Reference Point in 3GPP TS 23.002 [14]

	HSS/HLR
	Ph
	Sh

	S-CSCF
	Pi
	ISC

	MSC/MSC Server
	Pc
	C

	SGSN
	Pg
	Gr

	GGSN
	Pk
	Gc

	GMLC
	Pl
	Le


5.2.2.1 HSS Network Agent Mapping

5.2.2.2 CSCF Network Agent Mapping

5.2.2.3 MSC Network Agent Mapping

5.2.2.4 SGSN Network Agent Mapping

5.2.2.5 GGSN Network Agent Mapping

5.2.2.6 GMLC Network Agent Mapping

5.2.3
External Agent

The External Agent element provides the following functionality:

· The External Agent supplies Presence information from external networks.

· The External Agent sends the Presence information across the Pex interface according to the format standardized for the Pex interface.

· The External Agent handles the interworking and security issues involved in interfacing to external networks.

Examples of Presence Information that the External Agent may supply, include:

· Third party services (e.g. calendar applications, corporate systems) 

· Internet Presence Services 

· Other Presence Services

5.3 Network based watcher applications

 Editor’s Note: This section will contain details of Network based watcher applications

5.4 Presence List Server

Editor’s Note: This section will contain details of the Presence List Server (“Buddylist” Server)

The Presence List Server is located in the Home network of the Watcher.

6 Presence Service Information Flows

Editor’s Note: It is intended that the material from this section will be moved into TS 24.228

6.1
Flows demonstrating how watchers subscribe to presence event notification  

The section covers the flows that show how watchers can request presence information about a presentity. 

6.1.1
IMS Watcher and IMS Presentity in different networks, UE in home network 
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Figure 6.1.1.1. IMS Watcher registering for event notification 

Figure 6.1.1.1 shows an IMS watcher subscribing to presence event notification about an IMS based presentity. The presentity is in a different IM-CN subsystem. The details of the flows as follows:

1.
SUBSCRIBE request (UE to P-CSCF) – see example in table 6.1.1-1

A watcher agent in a UE wishes to watch a presentity, or certain tuples of the presentity (pertaining to a certain communication means or communication address). To initiate a subscription, the UE generates a SUBSCRIBE request containing the presence related events that it wishes to be notified of, together with an indication of the length of time this periodic subscription should last.

Table 6.1.1-1 SUBSCRIBE request (UE to P-CSCF)

SUBSCRIBE tel:+1-212-555-2222 SIP/2.0

Via: SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

Max-Forwards: 70

P-Asserted-Identity: <sip:user1_public1@home1.net>

Privacy: none

From: <sip:user1_public1@home1.net>;tag=31415

To: <tel: +1-212-555-2222>

Call-ID: b89rjhnedlrfjflslj40a222

CSeq: 61 SUBSCRIBE

Event: presence

Expires: 7200

Accept: application/cpim-pidf+xml

Contact: <sip:[5555::aaa:bbb:ccc:ddd]>

Content-Length: 0

Request URI:
Public user identity whose events the subscriber subscribes to. In this case the Public User Identity of the Presentity in the TEL URL format.

Privacy:
the user does not require privacy, therefore the Privacy header is set to the value “none” as specified in draft-ietf-sip-asserted-identity [17] and draft-ietf-sip-privacy-general [13].

P-Asserted-Identity: the user provides a hint about the identity to be used.
From:
This field is populated with logical representation (FQDN) for the entity sending the SUBSCRIBE.

Event:
This field is populated with the value 'presence’ to specify the use of the presence package.

Accept:
This field is populated with the value 'application/cpim-pidf+xml'.

To:
Same as the Request-URI.

Contact:
The contact information of the subscribing user.

2.
SUBSCRIBE request (P-CSCF to S-CSCF) – see example in table 6.1.1-2

P-CSCF looks up the serving network information for the public user identity that was stored during the registration procedure. The SUBSCRIBE request is forwarded to S-CSCF. A Route header is inserted into SUBSCRIBE request. The information for the Route header is taken from the service route determined during registration. 

Table 6.1.1-2 SUBSCRIBE request (P-CSCF to S-CSCF)

SUBSCRIBE tel:+1-212-555-2222 SIP/2.0 

Via: SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

Max-Forwards: 69

P-Asserted-Identity:

Privacy: 

Route: sip: scscf1.home1.net;lr

Record-Route: sip: pcscf1.home1.net;lr

From: 

To: 

Call-ID: 

CSeq: 

Event:

Expires: 

Accept:

Contact:

Content-Length:

Route:
The Route: header is populated with the the Service Route from Registration.

3.
100 Trying (S-CSCF to P-CSCF) – see example in table 6.1.1-3

S-CSCF#1 responds to the SUBSCRIBE request (2) with a 100 Trying provisional response.

Table 6.1.1-3: 100 Trying (S-CSCF – P-CSCF)

SIP/2.0 100 Trying

Via: SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: 

Call-ID: 

CSeq: 

Content-Length: 0

4.
Evaluation of initial filter criterias

S-CSCF#1 validates the service profile of this subscriber and evaluates the initial filter criterias. For this example, assume no Application Server involvement.

5.
SUBSCRIBE (S-CSCF to I-CSCF) – see example in table 6.1.1-5

S-CSCF#1 performs an analysis of the destination address, and determines the network operator to whom the destination subscriber belongs. Since the originating operator does not desire to keep their internal configuration hidden, S-CSCF#1 forwards the SUBSCRIBE request directly to to I-CSCF in the destination network.

Table 6.1.1-5 SUBSCRIBE (S-CSCF to I-CSCF)

SUBSCRIBE sip: user2_public1@home2.net SIP/2.0

Via: SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1, SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

Max-Forwards: 68

P-Asserted-Identity: 

Privacy:

Route: sip: icscf2.home2.net;lr

Record-Route: sip: scscf1.home1.net;lr, sip: pcscf1.home1.net;lr

From: 

To: 

Call-ID: 

CSeq: 

Event:

Expires: 

Accept:

Contact:

Content-Length: 

Request-URI:
In the case where the Request-URI of the incoming SUBSCRIBE request to S-CSCF contains a TEL-URL [5], it has to be translated to a globally routable SIP-URL before applying it as Request-URI of the outgoing SUBSCRIBE request. For this address translation the S-CSCF shall use the services of an ENUM-DNS protocol according to RFC 2916 [6], or any other suitable translation database. Database aspects of ENUM are outside the scope of this specification.

6.
100 Trying (I-CSCF to S-CSCF) – see example in table 6.1.1-6


I-CSCF responds to the SUBSCRIBE request (5) by sending a 100 Trying provisional response to S-CSCF#1. 

Table 6.1.1-6: 100 Trying (I-CSCF to S-CSCF)

SIP/2.0 100 Trying

Via: SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK332b23.1, SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: 

Call-ID: 

CSeq: 

Content-Length: 0

7.
Cx: User Location Query procedure

The I-CSCF sends a query to the HSS to find out the S-CSCF of the called user. The HSS responds with the address of the current S-CSCF for the terminating subscriber.


For detailed message flows see 3GPP TS 29.228 [11].

Table 6.1.1-7a Cx: User registration status query procedure (I-CSCF to HSS)
	Message source & destination
	Cx: Information element name
	Information source in SIP INVITE
	Description

	I-CSCF to HSS
	User Public Identity
	Request-URI:
	This information element indicates the public user identity



Table 62.1-7b provides the parameters sent from the HSS that need to be mapped to SIP SUBSCRIBE (flow 8) and sent to S-CSCF.

Table 6.1.1-7b Cx: User registration status query procedure (HSS to I-CSCF)
	Message source & destination
	Cx: Information element name
	Mapping to SIP header in SIP INVITE
	Description

	HSS to I-CSCF
	S-CSCF name
	Route header field
	This information indicates the serving CSCF's name of that user


8.
SUBSCRIBE (I-CSCF to S-CSCF) – see example in table 6.1.1-8


I-CSCF forwards the SUBSCRIBE request to the S-CSCF (S-CSCF#2) that will handle the termination.

Table 6.1.1-8 SUBSCRIBE (I-CSCF to S-CSCF)

SUBSCRIBE sip: user2_public1@home2.net SIP/2.0

Via: SIP/2.0/UDP icscf2_s.home2.net;branch=z9hG4bK871y12.1, SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1, SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

Max-Forwards: 67

P-Asserted-Identity: 

Privacy:

Route: sip: scscf2.home2.net;lr

Record-Route: sip: scscf1.home1.net;lr, sip: pcscf1.home1.net;lr

From: 

To: 

Call-ID: 

CSeq: 

Event:

Expires: 

Accept:

Contact:

Content-Length: 

NOTE:
The I-CSCF does not add itself to the Record-Route header, as it has no need to remain in the signalling path for the subsequent NOTIFY requests.

9.
100 Trying (S-CSCF to I-CSCF) – see example in table 6.1.1-9


S-CSCF#2 responds to the SUBSCRIBE request (8) with a 100 Trying provisional response.

Table 6.1.1-9: 100 Trying (S-CSCF to I-CSCF)

SIP/2.0 100 Trying

Via: SIP/2.0/UDP icscf2_s.home2.net;branch=z9hG4bK871y12.1, SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK332b23.1, SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: 

Call-ID: 

CSeq: 

Content-Length: 0

10.
Evaluation of initial filter criteria’s


 S-CSCF#2 validates the service profile of this subscriber and evaluates the initial filter criteria’s. For user2_public1@home2.net S-CSCF#2 has Termination initial Filter Criteria with Service Points of Interest of Method = SUBSCRIBE AND Event = ‘presence’ that informs the S-CSCF to route the SUBSCRIBE request to the Application Server ps.home2.net.

11.
SUBSCRIBE (S-CSCF to P-S) – see example in table 6.1.1-11


The S-CSCF forwards the SUBSCRIBE request to the Presence Server (P-S) adding itself to a second Route header so that the Presence Server will (if it decides to “proxy” the request) route it back to the S-CSCF#2. This Route also contains a unique tag that enables the S-CSCF to recognise the request again even if the Presence Server acted as a B2BUA and modified the original dialog.

Table 6.1.1-11 SUBSCRIBE (S-CSCF to P-S)

SUBSCRIBE sip: user2_public1@home2.net SIP/2.0

Via: SIP/2.0/UDP scscf2.home2.net;branch=z9hG4bK764z87.1, SIP/2.0/UDP icscf2_s.home2.net;branch=z9hG4bK871y12.1, SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1, SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

Max-Forwards: 66

P-Asserted-Identity: 

Privacy:

Route: sip: ps.home2.net;lr;, sip: scscf2.home2.net;lr; tag=z9hG4bK56jk8wq

Record-Route: sip: scscf2.home2.net;lr, sip: scscf1.home1.net;lr, sip: pcscf1.home1.net;lr

From: 

To: 

Call-ID: 

CSeq: 

Event:

Expires: 

Accept:

Contact:

Content-Length: 

12.
Authorisation of Watcher


The presence server performs the necessary authorisation checks on the originator to ensure it is allowed to watch the presentity. Once all privacy conditions are met, the presence server sends a 200 OK response to the S-CSCF. (In the case where the privacy/authorisation checks fail, then a 202 Accepted response is sent to the S-CSCF). Here the Presence Server acts as a terminating UA for the SUBSCRIBE request.

13.

200 OK response (P-S to S-CSCF) - see example in table 6.1.1-13


P-S sends the response to S-CSCF#2.

Table 6.1.1-13: 200 OK response (P-S to S-CSCF)

SIP/2.0 200 OK

Via: SIP/2.0/UDP scscf2.home2.net;branch=z9hG4bK764z87.1, SIP/2.0/UDP

icscf2_s.home2.net;branch=z9hG4bK871y12.1, SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1,

SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP 

[5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: <tel: +1-212-555-2222>>;tag=151170

Call-ID: 

CSeq:

Event:  

Expires: 

Content-Length: 

14.

200 OK response (S-CSCF to I-CSCF) - see example in table 6.1.1-14


S-CSCF#2 forwards the response to I-CSCF#2.

Table 6.1.1-14: 200 OK response (S-CSCF to I-CSCF)

SIP/2.0 200 OK

Via: SIP/2.0/UDP icscf2_s.home2.net;branch=z9hG4bK871y12.1, 

SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1,

SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP 

[5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: 

Call-ID: 

CSeq:

Event:  

Expires: 

Content-Length: 

15.

200 OK response (I-CSCF to S-CSCF) - see example in table 6.1.1-15


I-CSCF#2 forwards the response to S-CSCF#1.

Table 6.1.1-15: 200 OK response (I-CSCF to S-CSCF)

SIP/2.0 200 OK

Via: SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1,

SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP 

[5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: 

Call-ID: 

CSeq:

Event:  

Expires: 

Content-Length: 

16.

200 OK response (S-CSCF to P-CSCF) - see example in table 6.1.1-16


S-CSCF#1 forwards the response to P-CSCF#1.

Table 6.1.1-16: 200 OK response (S-CSCF to P-CSCF)

SIP/2.0 200 OK

Via: SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1, SIP/2.0/UDP 

[5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: 

Call-ID: 

CSeq:

Event:  

Expires: 

Content-Length: 

17.

200 OK response (P-CSCF to UE) - see example in table 6.1.1-17


P-CSCF#1 forwards the response to the Watcher Agent in the UE.

Table 6.1.1-17: 200 OK response (P-CSCF toUE)

SIP/2.0 200 OK

Via: SIP/2.0/UDP [5555::aaa:bbb:ccc:ddd];branch=z9hG4bKnashds7

From: 

To: 

Call-ID: 

CSeq:

Event:  

Expires: 

Content-Length: 

18.
NOTIFY request (P-S to S-CSCF) - see example in table 6.1.1-18

As soon as the Presence Server sends a 200 OK response to accept the subscription, it sends a NOTIFY request with the current state of the presentity's tuples that the watcher has subscribed and been authorised to. The NOTIFY is sent to S-CSCF#2. Further notification sent by the Presence server may either contain the complete set of presence information, or only those tuples that have changed since the last notification. The S-CSCF sends a first NOTIFY request towards the UE in order to inform the UE about the registration status of the monitored user.

The Route header is constructed from the Record-Route header.

Table 6.1.1-18: NOTIFY request (P-S to S-CSCF)

NOTIFY sip:user1_public1@home1.net SIP/2.0

Via: SIP/2.0/UDP ps.home2.net;branch=z9hG4bK348923.1

Max-Forwards: 70

P-Asserted-Identity: <sip:user2_public1@home2.net>

Privacy: none

Route: sip: scscf2.home2.net;lr, sip: scscf1.home1.net;lr, sip: pcscf1.home1.net;lr

From: <tel:+1-212-555-2222>;tag=151170 

To: <sip:user1_public1@home1.net>;tag=31415

Call-ID: 

CSeq: 42 NOTIFY

Event: presence

Content-Type: application/cpim-pidf+xml

Content-Length: (...)

   <?xml version="1.0" encoding="UTF-8"?>

   <presence xmlns="urn:ietf:params:xml:ns:cpim-pidf"

        xmlns:im="urn:ietf:params:xml:ns:cpim-pidf:im"

        entity="pres:user2_public1@home2.net ">

     <tuple id="mobile-im">

       <status>

         <basic>open</basic>

         <im:im>busy</im:im>

       </status>

       <contact priority="0.8">im:user2_public1@home2.net</contact>

       <note xml:lang="en">Don't Disturb Please!</note>

       <note xml:lang="fr">Ne derangez pas, s'il vous plait</note>

       <timestamp>2001-10-27T16:49:29Z</timestamp>

     </tuple>

     <tuple id="phone">

       <status>

         <basic>open</basic>

       </status>

       <contact priority="1.0">tel:+1-212-555-2222</contact>

     </tuple>

     <note>I'll be in Tokyo next week</note>

   </presence>

From:
The tag of this field matches that of the To; field in the received 200/202 for the SUBSCRIBE.

Content-Type:
Set to the value of the Accept: header received in the subscribe or 'application/cpim-pidf+xml' if Accept: was not present in the SUBSCRIBE.


The message body in the NOTIFY request that carries the subscriber's registration state is formed as indicated  in draft-ietf-impp-cpim-pdif [11].

19.
NOTIFY request (S-CSCF to S-CSCF) - see example in table 6.1.1-19

The S-CSCF#2 forwards the NOTIFY request to S-CSCF#1.

Table 6.1.1-19: NOTIFY request (S-CSCF to S-CSCF)

NOTIFY sip:user1_public1@home1.net SIP/2.0

Via: SIP/2.0/UDP scscf2.home2.net;branch=z9hG4bK764z87.1, SIP/2.0/UDP ps.home2.net;branch=z9hG4bK348923.1

Max-Forwards: 69

P-Asserted-Identity:

P-Asserted-Identity: <tel:+1-212-555-1111>

Privacy:

Route: sip: scscf1.home1.net;lr, sip: pcscf1.home1.net;lr

From: 

To: 

Call-ID: 

CSeq: 

Event: 

Content-Type: 

Content-Length:

   <?xml version="1.0" encoding="UTF-8"?>

   <presence xmlns="urn:ietf:params:xml:ns:cpim-pidf"

        xmlns:im="urn:ietf:params:xml:ns:cpim-pidf:im"

        entity="pres:user2_public1@home2.net ">

     <tuple id="mobile-im">

       <status>

         <basic>open</basic>

         <im:im>busy</im:im>

       </status>

       <contact priority="0.8">im:user2_public1@home2.net</contact>

       <note xml:lang="en">Don't Disturb Please!</note>

       <note xml:lang="fr">Ne derangez pas, s'il vous plait</note>

       <timestamp>2001-10-27T16:49:29Z</timestamp>

     </tuple>

     <tuple id="phone">

       <status>

         <basic>open</basic>

       </status>

       <contact priority="1.0">tel:+1-212-555-2222</contact>

     </tuple>

     <note>I'll be in Tokyo next week</note>

   </presence>

20.
NOTIFY request (S-CSCF to P-CSCF) - see example in table 6.1.1-20

The S-CSCF#1 forwards the NOTIFY request to P-CSCF#1 .

Table 6.1.1-20: NOTIFY request (S-CSCF to P-CSCF)

NOTIFY sip: [5555::aaa:bbb:ccc:ddd] SIP/2.0

Via: SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1, SIP/2.0/UDP scscf2.home2.net;branch=z9hG4bK764z87.1, SIP/2.0/UDP ps.home2.net;branch=z9hG4bK348923.1

Max-Forwards: 68

P-Asserted-Identity:

P-Asserted-Identity:

Privacy:

Route: sip: pcscf1.home1.net;lr

From: 

To: 

Call-ID: 

CSeq: 

Event: 

P-Called-Party-ID: sip:user2_public1@home2.net

Content-Type: 

Content-Length:

   <?xml version="1.0" encoding="UTF-8"?>

   <presence xmlns="urn:ietf:params:xml:ns:cpim-pidf"

        xmlns:im="urn:ietf:params:xml:ns:cpim-pidf:im"

        entity="pres:user2_public1@home2.net ">

     <tuple id="mobile-im">

       <status>

         <basic>open</basic>

         <im:im>busy</im:im>

       </status>

       <contact priority="0.8">im:user2_public1@home2.net</contact>

       <note xml:lang="en">Don't Disturb Please!</note>

       <note xml:lang="fr">Ne derangez pas, s'il vous plait</note>

       <timestamp>2001-10-27T16:49:29Z</timestamp>

     </tuple>

     <tuple id="phone">

       <status>

         <basic>open</basic>

       </status>

       <contact priority="1.0">tel:+1-212-555-2222</contact>

     </tuple>

     <note>I'll be in Tokyo next week</note>

   </presence>

21.
NOTIFY request (P-CSCF to UE) - see example in table 6.1.1-21

The P-CSCF forwards the NOTIFY request to the watcher application in the UE .

Table 6.1.1-21: NOTIFY request (P-CSCF to UE)

NOTIFY sip: [5555::aaa:bbb:ccc:ddd] SIP/2.0

Max-Forwards: 67

P-Asserted-Identity:

P-Asserted-Identity:

Privacy:

From: 

To: 

Call-ID: 

CSeq: 

Event: 

P-Called-Party-ID:

Content-Type: 

Content-Length:

   <?xml version="1.0" encoding="UTF-8"?>

   <presence xmlns="urn:ietf:params:xml:ns:cpim-pidf"

        xmlns:im="urn:ietf:params:xml:ns:cpim-pidf:im"

        entity="pres:user2_public1@home2.net ">

     <tuple id="mobile-im">

       <status>

         <basic>open</basic>

         <im:im>busy</im:im>

       </status>

       <contact priority="0.8">im:user2_public1@home2.net</contact>

       <note xml:lang="en">Don't Disturb Please!</note>

       <note xml:lang="fr">Ne derangez pas, s'il vous plait</note>

       <timestamp>2001-10-27T16:49:29Z</timestamp>

     </tuple>

     <tuple id="phone">

       <status>

         <basic>open</basic>

       </status>

       <contact priority="1.0">tel:+1-212-555-2222</contact>

     </tuple>

     <note>I'll be in Tokyo next week</note>

   </presence>

22.

200 OK response (UE to P-CSCF) – see example in table 6.1.1-22

The UE generates a 200 OK response to the NOTIFY.

Table 6.1.1-22 200 OK response (UE to P-CSCF)  

SIP/2.0 200 OK

Via: SIP/2.0/UDP pcscf1.home1.net;branch=z9hG4bK240f34.1

From:

To:

Call-ID:

CSeq:

Content-Length: 0

23.

200 OK response (P-CSCF to S-CSCF) – see example in table 6.1.1-23

The P-CSCF forwards the 200 OK response to S-CSCF#1.

Table 6.1.1-23 200 OK response (P-CSCF to S-CSCF)  

SIP/2.0 200 OK

Via: SIP/2.0/UDP scscf1.home1.net;branch=z9hG4bK351g45.1, SIP/2.0/UDP scscf2.home2.net;branch=z9hG4bK764z87.1, SIP/2.0/UDP ps.home2.net;branch=z9hG4bK348923.1

From:

To:

Call-ID:

CSeq:

Content-Length: 

24.

200 OK response (S-CSCF to S-CSCF) – see example in table 6.1.1-24

S-CSCF#1 forwards the 200 OK response to S-CSCF#2.

Table 6.1.1-24 200 OK response (S-CSCF to S-CSCF)  

SIP/2.0 200 OK

Via: SIP/2.0/UDP scscf2.home2.net;branch=z9hG4bK764z87.1, SIP/2.0/UDP ps.home2.net;branch=z9hG4bK348923.1

From:

To:

Call-ID:

CSeq:

Content-Length: 

25.

200 OK response (S-CSCF to P-S) – see example in table 6.1.1-25

S-CSCF#2 forwards the 200 OK response to the Presence Server.

Table 6.1.1-25 200 OK response (S-CSCF to P-S)  

SIP/2.0 200 OK

Via: SIP/2.0/UDP ps.home2.net;branch=z9hG4bK348923.1

From:

To:

Call-ID:

CSeq:

Content-Length: 

6.2.2 IMS Watcher and IMS Presentity in the same network, UE in home network

6.2.3 IMS Watcher and IMS Presentity in different networks, UE in visited network  

6.2.4 IMS Watcher and IMS Presentity in the same network, UE in visited network  

6.2.5 Network based Watcher and IMS Presentity in the same network

6.2.6 Network based Watcher and IMS Presentity in different networks  

6.2.7 IMS Watcher subscribing to Presence List, UE in home network

6.2.8 IMS Watcher subscribing to Presence List, UE in visited network

6.2.9 Presence List Server subscribing to IMS Presentities

Editor’s Note: The current text in the rest of this clause 6 has been taken from the TS 23.141

6.3
Flows demonstrating how presentities update Presence Information 

6.3.1

Updating presence information by terminals without support of the Peu reference point

For the case of terminals that do not support the Peu reference point presence information can be provided alternative mechanisms such as SMS, WAP …etc. The Presence User Agent provides the necessary interworking with the presence server. As previously indicated, the PUA may be located with network entities such as a WAP WML/HTTP server or SMS-C, however this is an implementation issue and outside of the scope of technical report. This particular example is illustrative and shows the case where a user updates presence information through a WAP browser, where the Presence User Agent is located inside the WAP WML/HTTP server and is illustrated in figure 11 below. It is acknowledged that other possibilities exist. 
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Figure 11: Updating presence information via WAP WML/HTTP server 
1. The user opens a WAP session by requesting a WAP URL that is dedicated to updates of presence information. 

2. Using a WAP browser, the user modifies aspects of ‘user presence information.

3. The WML/HTML server, which in this example hosts the Presence User Agent (although the PUA may be a separate entity, in which case the interface to the PUA will be proprietary), sends a PresUpdateMsg to the Presence Server. Additional functionality may be required to locate the presence server associated by the presentity. In this particular example, it is assumed that the PUA is configured with the appropriate address of the presence server. 

4. The Presence Server acknowledges the PresUpdateMag with a MsgAck to the WAP WML/HTTP server.
6.3.2 
Notification process of the Presence Server within IMS 

The following flow describes how the presence server is notified of an event by the network elements. 
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Figure 12: Notification procedure for the Presence Server.

1. For the S-CSCF to report events of a presentity, the filtering criteria associated with the user need to be set. This takes place off-line and is outside the scope of this TR as to how it is achieved.

2. UE registration takes place with the S-CSCF as detailed in TS 23.228 [9]. As part of this process, the filtering criteria are downloaded to the S-CSCF from the HSS. In addition to the presence server address, the filtering criteria contain the event notifications to be reported to the presence server (eg. registration, de-registration).  

3. When an event occurs that in the S-CSCF, the NotifyPresUp message is generated.

4.  The S-CSCF sends NotifyPresUp message to the Presence Server via the ISC interface.
5. Prior to notifying all authorised watchers, it acknowledges the receipt of the NotifyPresUp message with a MsgAck to the S-CSCF.

6.3.3


CS/PS Notification process of the Presence Server 

The following flow describes how the presence server is notified of an event by the network elements for a CS/PS subscriber. 
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Figure 13: CS/PS Notification procedure for the Presence Server.

1. For network event to be reported on behalf of a CS/PS subscriber, the necessary triggers are armed in the MSC/SGSN. This takes place off-line and is outside the scope of this TR as to how it is achieved.

2. At the occurrence of an event between the HLR and the MSC/SGSN, (e.g UE detach) a notification message is generated.

3. A MAP notification message (NOTE_MM_EVENT) is sent to the Network Agent  via Pc/Pg interface on the occurrence of an event, details of this are outside the scope of this flow. There may be some address resolution needed by the network agent to locate the presence server but details of this is also outside the scope of this flow..

4.  The Network Agent sends NotifyPresUp message to the Presence Server via the Pen interface. 
5. Prior to notifying all authorised watchers, it acknowledges the receipt of the NotifyPresUp message with a MsgAck to the Network Agent.

Network Agent sends an MM_Event_Ack  to the SGSN

6.4
Presence Server notifying watcher of updates to presence information

6.4.1
IMS based Watcher and presentity in the different networks, UE in the home network
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Figure 14: Presence Server updating IMS watcher 

Figure 14 shows how an IMS based watcher is notified of updates to a presentity’s presence information. The flows are applicable to the case where the Watcher and Presentity are in the same or in different IM-CN subsystems. Details of the flows are as follows:

1. The Presence Server determines which authorised watchers are entitled to receive the updates of the presence information for this presentity. For each appropriate watcher, the presence server sends a NotifyPresUp message that contains the updates to the presence information. For the case of an external watcher, this NotifyPresUp is sent to the S-CSCF, acting as a Watcher Presence Proxy.

2. The S-CSCF shall examine the home domain of the watcher that needs to get the presence updates and if the request is for a watcher outside the operator’s domain, it determines the external I-CSCF. If the request is for a watcher in the same domain, the S-CSCF forwards the request to the local I-CSCF.

3. The I-CSCF shall examine the watcher’s identity and the home domain identity and employ the services of a name-address resolution mechanism to determine the HSS address to contact. The I-CSCF shall send a Query message to the HSS to obtain the address of the S-CSCF for the watcher.

4. The Resp provides the name of the S-CSCF for the watcher.

5. The I-CSCF, using the name of the S-CSCF shall determine the address of the S-CSCF through a name-address resolution mechanism. The NotifyPresUp message is forwarded to the S-CSCF of the watcher.

6. The S-CSCF forwards the NotifyPresUp message to the P-CSCF.

7. The P-CSCF forwards the NotifyPresUp message to the UE. 

8. The UE acknowledges the NotifyPresUp message with a MsgAck to the P-CSCF.

9. The P-CSCF forwards the MsgAck message to the S-CSCF.

10. The S-CSCF forwards the MsgAck message to the I-CSCF.

11. The I-CSCF forwards the message to the S-CSCF in the home network of the presentity. 

 The S-CSCF forwards the MsgAck message to the Presence Server.

6.4.2
IMS based Watcher and presentity in the same network, UE in the home network

6.4.3
IMS based Watcher and presentity in the different networks, UE in the visited network

6.4.4 
IMS based Watcher and presentity in the same network, UE in the visited network

6.4.5
Notification to Presence List in the same network

6.4.6
Notification to Presence List in a different network

6.4.7 Presence List notification to IMS watcher in the home network

6.4.8
Presence List notification to IMS watcher in the visited network

6.5 Presence User Agent subscribing to watcher list and receiving notification of a new watcher subscription

6.5.1

IMS based Watcher and presentity in the different networks, UE in the home network
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Figure 15: Presence User Agent subscribing to watcher list and receiving notification of a new watcher subscription

Figure 15 shows a Presence User Agent subscribing to watcher list and receiving notification of a new watcher subscription that is not contained in the current access rules. The details of the flows are as follows:

1) The Presence User Agent initiates a subscription to the Presence Server requesting notification of any new watcher subscriptions.

2) The presence server issues a MsgAck to the Presence User Agent.

3) A watcher  wishes to watch the Presentity. To initiate a subscription, the watcher sends a SubscribePres message request containing the presence related events that it wishes to be notified of, together with an indication of the length of time this periodic subscription should last to the Watcher Presence Proxy. The Watcher Presence Proxy sends the SubscribePres information flow to the Presentity Presence Proxy. 

4) The SubscribePres is forwarded by the Presentity Presence Proxy to the Presence Server.

5) The Presence Server checks the access rules and determines that this is a new watcher subscription not contained in the current access rules and so sends a notification to inform the Presence User Agent of the request from the new watcher. 

6) The presence server issues a MsgAck to inform the watcher that the Presence Server has received the watcher’s request for Presence information. The MsgAck is sent to the Presentity Presence Proxy.

7) The MsgAck is forwarded by the Presentity Presence Proxy to the watcher via the Watcher Presence Proxy. 

Steps 8 – 10 depend on the actions of the Principal. The Principal can ignore the notification sent in step 5 or can respond with an Update of the Access Rules to Accept, Accept with conditions or Deny the request.

8) The Presence User Agent sends an UpdateAccessRules to the Presence Server. (If the Presence User Agent decides to accept, block or accept with conditions the Presence Information requested by the watcher an appropriate SubscriptionAccepted, SubscriptionBlocked or SubscriptionAcceptedWithConditions is sent within the UpdateAccessRules to the Presence Server).

9) If the UpdateAccessRules accepts the subscription then the Presence Server sends a NotifyPresUp message with the current state of the Presence User Agent to the Presentity Presence Proxy. If the UpdateAccessRules indicates that the subscription is blocked then steps 9 and 10 are not performed.

10) The Presentity Presence Proxy forwards the NotifyPresUp message to the watcher via the Watcher Presence Proxy.

6.4.2

IMS based Watcher and presentity in the same network, UE in the home network

6.4.3

IMS based Watcher and presentity in the different networks, UE in the visited network

6.4.4

IMS based Watcher and presentity in the same network, UE in the visited network

7 Presence Service Protocol Details

Editor’s Note: It is intended that the material from this section will be moved into TS 24.229

7.1 User agent role

A.2.1.1
Introduction

This subclause contains the ICS proforma tables related to the user role. They need to be completed only for UA implementations:

Prerequisite: A.2/1 -- user agent role.

A.2.1.2
Major capabilities

Table A.4: Major capabilities

	Item
	Does the implementation support
	Reference
	RFC status
	Profile status

	
	Capabilities within main protocol
	
	
	

	32
	SIMPLE Presence Publication Mechanism
	[15]
	
	

	


A.2.1.3
PDUs

Table A.5: Supported methods

	Item
	PDU
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	24
	PUBLISH request
	[15]
	
	
	[15]
	
	

	25
	PUBLISH response
	[15]
	
	
	[15]
	
	

	


A.2.1.4
PDU parameters

A.2.1.4.X
PUBLISH method

Prerequisite A.5/6 – PUBLISH request

Table A.32: Supported headers within the PUBLISH request

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Accept
	[26] 20.1
	o
	
	[26] 20.1
	o
	

	2
	Accept-Encoding
	[26] 20.2
	
	
	[26] 20.2
	
	

	3
	Accept-Language
	[26] 20.3
	
	
	[26] 20.3
	
	

	4
	Allow-Events
	[28] 8.2.2
	
	
	[28] 8.2.2
	
	

	5
	Authorization
	[26] 20.7
	
	
	[26] 20.7
	
	

	6
	Call-ID
	[26] 20.8
	
	
	[26] 20.8
	
	

	7
	Contact
	[26] 20.10
	
	
	[26] 20.10
	
	

	8
	Content-Encoding
	[26] 20.12
	
	
	[26] 20.12
	
	

	9
	Content-Length
	[26] 20.14
	
	
	[26] 20.14
	
	

	10
	Content-Type
	[26] 20.15
	
	
	[26] 20.15
	
	

	11
	Cseq
	[26] 20.16
	
	
	[26] 20.16
	
	

	12
	Date
	[26] 20.17
	
	
	[26] 20.17
	
	

	13
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	14
	From
	[26] 20.20
	
	
	[26] 20.20
	
	

	15
	Max-Forwards
	[26] 20.22
	
	
	[26] 20.22
	
	

	16
	Organization
	[26] 20.25
	
	
	[26] 20.25
	
	

	17
	Priority
	[26] 20.26
	
	
	[26] 20.26
	
	

	18
	Proxy-Authorization
	[26] 20.28
	
	
	[26] 20.28
	
	

	19
	Proxy-Require
	[26] 20.29
	
	
	[26] 20.29
	
	

	20
	Record-Route
	[26] 20.30
	
	
	[26] 20.30
	
	

	21
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	22
	Route
	[26] 20.34
	
	
	[26] 20.34
	
	

	23
	Subject
	[26] 24.38
	
	
	[26] 24.38
	
	

	24
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	25
	Timestamp
	[26] 20.38
	
	
	[26] 20.38
	
	

	26
	To
	[26] 20.39
	
	
	[26] 20.39
	
	

	27
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	28
	Via
	[26] 20.42
	
	
	[26] 20.42
	
	

	


Prerequisite A.5/6 – PUBLISH request

Table A.33: Supported message bodies within the PUBLISH request

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	
	
	
	
	
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/1 – 100 Trying

Table A.34: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Call-ID
	[26] 20.8
	
	
	[26] 20.8
	
	

	2
	Content-Length
	[26] 20.14
	
	
	[26] 20.14
	
	

	3
	Cseq
	[26] 20.16
	
	
	[26] 20.16
	
	

	4
	Date
	[26] 20.17
	
	
	[26] 20.17
	
	

	5
	From
	[26] 20.20
	
	
	[26] 20.20
	
	

	6
	To
	[26] 20.39
	
	
	[26] 20.39
	
	

	7
	Via
	[26] 20.42
	
	
	[26] 20.42
	
	


Prerequisite A.5/7 – PUBLISH response

Table A.35: Supported headers within the PUBLISH response - all remaining status-codes

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Call-ID
	[26] 20.8
	m
	m
	[26] 20.8
	m
	m

	2
	Content-Encoding
	[26] 20.12
	
	
	[26] 20.12
	
	

	3
	Content-Length
	[26] 20.14
	
	
	[26] 20.14
	
	

	4
	Content-Type
	[26] 20.15
	
	
	[26] 20.15
	
	

	5
	Cseq
	[26] 20.16
	
	
	[26] 20.16
	
	

	6
	Date
	[26] 20.17
	
	
	[26] 20.17
	
	

	7
	From
	[26] 20.20
	
	
	[26] 20.20
	
	

	8
	Organization
	[26] 20.25
	
	
	[26] 20.25
	
	

	9
	Timestamp
	[26] 20.38
	
	
	[26] 20.38
	
	

	10
	To
	[26] 20.39
	
	
	[26] 20.39
	
	

	11
	Via
	[26] 20.42
	
	
	[26] 20.42
	
	

	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/6 – 2xx

Table A.36: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Allow
	[26] 20.5
	
	
	[26] 20.5
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/8 OR A.6/9 OR A.6/10 OR A.6/11 OR A.6/12 – 3xx

Table A.37: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/14 – 401

Table A.38: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	

	8
	WWW-Authenticate
	[26] 20.44
	
	
	[26] 20.44
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/17 OR A.6/23 OR A.6/30 OR A.6/36 OR A.6/42 OR A.6/45 OR A.6/50 OR A.6/51 – 404, 413, 480, 486, 500, 503, 600, 603

Table A.39: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Retry-After
	[26] 20.33
	
	
	[26] 20.33
	
	

	5
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	6
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	7
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	8
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/18 -- "405" Method Not Allowed

Table A.40: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Allow
	[26] 20.5
	
	
	[26] 20.5
	
	

	2
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	3
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	4
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	5
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	6
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	7
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	8
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/25 -- "415" Unsupported Media Type @@@ combine

Table A.41: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/27 – 420

Table A.42: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	Unsupported
	[26] 20.40
	
	
	[26] 20.40
	
	

	7
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	8
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 - - PUBLISH response

Prerequisite: A.6/34 - - 484

Table A.43: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/35 - - 485 "Ambiguous" @@@ combine

Table A.44: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Table A.45: Supported message bodies within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	
	
	
	
	
	
	


7.3
Proxy role

A.2.2.1
Introduction

This subclause contains the ICS proforma tables related to the proxy role. They need to be completed only for proxy implementations.

Prerequisite: A.2/2 -- proxy role

A.2.2.2
Major capabilities

Table A.162: Major capabilities

	Item
	Does the implementation support
	Reference
	RFC status
	Profile status

	
	Capabilities within main protocol
	
	
	

	32
	SIMPLE Presence Publication Mechanism
	[15]
	
	

	


A.2.2.3
PDUs

Table A.163: Supported methods

	Item
	PDU
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	24
	PUBLISH request
	[15]
	
	
	[15]
	
	

	25
	PUBLISH response
	[15]
	
	
	[15]
	
	

	


A.2.2.4
PDU parameters

A.2.2.4.X
PUBLISH method

Prerequisite A.5/6 – PUBLISH request

Table A.32: Supported headers within the PUBLISH request

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Accept
	[26] 20.1
	o
	
	[26] 20.1
	o
	

	2
	Accept-Encoding
	[26] 20.2
	
	
	[26] 20.2
	
	

	3
	Accept-Language
	[26] 20.3
	
	
	[26] 20.3
	
	

	4
	Allow-Events
	[28] 8.2.2
	
	
	[28] 8.2.2
	
	

	5
	Authorization
	[26] 20.7
	
	
	[26] 20.7
	
	

	6
	Call-ID
	[26] 20.8
	
	
	[26] 20.8
	
	

	7
	Contact
	[26] 20.10
	
	
	[26] 20.10
	
	

	8
	Content-Encoding
	[26] 20.12
	
	
	[26] 20.12
	
	

	9
	Content-Length
	[26] 20.14
	
	
	[26] 20.14
	
	

	10
	Content-Type
	[26] 20.15
	
	
	[26] 20.15
	
	

	11
	Cseq
	[26] 20.16
	
	
	[26] 20.16
	
	

	12
	Date
	[26] 20.17
	
	
	[26] 20.17
	
	

	13
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	14
	From
	[26] 20.20
	
	
	[26] 20.20
	
	

	15
	Max-Forwards
	[26] 20.22
	
	
	[26] 20.22
	
	

	16
	Organization
	[26] 20.25
	
	
	[26] 20.25
	
	

	17
	Priority
	[26] 20.26
	
	
	[26] 20.26
	
	

	18
	Proxy-Authorization
	[26] 20.28
	
	
	[26] 20.28
	
	

	19
	Proxy-Require
	[26] 20.29
	
	
	[26] 20.29
	
	

	20
	Record-Route
	[26] 20.30
	
	
	[26] 20.30
	
	

	21
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	22
	Route
	[26] 20.34
	
	
	[26] 20.34
	
	

	23
	Subject
	[26] 24.38
	
	
	[26] 24.38
	
	

	24
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	25
	Timestamp
	[26] 20.38
	
	
	[26] 20.38
	
	

	26
	To
	[26] 20.39
	
	
	[26] 20.39
	
	

	27
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	28
	Via
	[26] 20.42
	
	
	[26] 20.42
	
	

	


Prerequisite A.5/6 – PUBLISH request

Table A.33: Supported message bodies within the PUBLISH request

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	
	
	
	
	
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/1 – 100 Trying

Table A.34: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Call-ID
	[26] 20.8
	
	
	[26] 20.8
	
	

	2
	Content-Length
	[26] 20.14
	
	
	[26] 20.14
	
	

	3
	Cseq
	[26] 20.16
	
	
	[26] 20.16
	
	

	4
	Date
	[26] 20.17
	
	
	[26] 20.17
	
	

	5
	From
	[26] 20.20
	
	
	[26] 20.20
	
	

	6
	To
	[26] 20.39
	
	
	[26] 20.39
	
	

	7
	Via
	[26] 20.42
	
	
	[26] 20.42
	
	


Prerequisite A.5/7 – PUBLISH response

Table A.35: Supported headers within the PUBLISH response - all remaining status-codes

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Call-ID
	[26] 20.8
	m
	m
	[26] 20.8
	m
	m

	2
	Content-Encoding
	[26] 20.12
	
	
	[26] 20.12
	
	

	3
	Content-Length
	[26] 20.14
	
	
	[26] 20.14
	
	

	4
	Content-Type
	[26] 20.15
	
	
	[26] 20.15
	
	

	5
	Cseq
	[26] 20.16
	
	
	[26] 20.16
	
	

	6
	Date
	[26] 20.17
	
	
	[26] 20.17
	
	

	7
	From
	[26] 20.20
	
	
	[26] 20.20
	
	

	8
	Organization
	[26] 20.25
	
	
	[26] 20.25
	
	

	9
	Timestamp
	[26] 20.38
	
	
	[26] 20.38
	
	

	10
	To
	[26] 20.39
	
	
	[26] 20.39
	
	

	11
	Via
	[26] 20.42
	
	
	[26] 20.42
	
	

	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/6 – 2xx

Table A.36: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Allow
	[26] 20.5
	
	
	[26] 20.5
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/8 OR A.6/9 OR A.6/10 OR A.6/11 OR A.6/12 – 3xx

Table A.37: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/14 – 401

Table A.38: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	

	8
	WWW-Authenticate
	[26] 20.44
	
	
	[26] 20.44
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/17 OR A.6/23 OR A.6/30 OR A.6/36 OR A.6/42 OR A.6/45 OR A.6/50 OR A.6/51 – 404, 413, 480, 486, 500, 503, 600, 603

Table A.39: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Retry-After
	[26] 20.33
	
	
	[26] 20.33
	
	

	5
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	6
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	7
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	8
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/18 -- "405" Method Not Allowed

Table A.40: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Allow
	[26] 20.5
	
	
	[26] 20.5
	
	

	2
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	3
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	4
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	5
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	6
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	7
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	8
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/25 -- "415" Unsupported Media Type @@@ combine

Table A.41: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/27 – 420

Table A.42: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	Unsupported
	[26] 20.40
	
	
	[26] 20.40
	
	

	7
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	8
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 - - PUBLISH response

Prerequisite: A.6/34 - - 484

Table A.43: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Prerequisite: A.6/35 - - 485 "Ambiguous" @@@ combine

Table A.44: Supported headers within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	Error-Info
	[26] 20.18
	
	
	[26] 20.18
	
	

	2
	Expires
	[26] 20.19
	
	
	[26] 20.19
	
	

	3
	Require
	[26] 20.32
	
	
	[26] 20.32
	
	

	4
	Server
	[26] 20.35
	
	
	[26] 20.35
	
	

	5
	Supported
	[26] 20.37
	
	
	[26] 20.37
	
	

	6
	User-Agent
	[26] 20.41
	
	
	[26] 20.41
	
	

	7
	Warning
	[26] 20.43
	
	
	[26] 20.43
	
	


Prerequisite A.5/7 – PUBLISH response

Table A.45: Supported message bodies within the PUBLISH response

	Item
	Header
	Sending
	Receiving

	
	
	Ref.
	RFC status
	Profile status
	Ref.
	RFC status
	Profile status

	1
	
	
	
	
	
	
	


7.4 3GPP Attributes and values for the presence package

7.4.1 3GPP Subscriber Presence Attributes and Values

3GPP subscriber is described with attributes: subscriber's status, network status, one or more communication address(es) (containing communication means and contact address), subscriber provided location, network provided location, priority, text. The attributes can be categorised as communication means and contact address specific information or generic information. Generic information attributes shall be: subscriber's status, subscriber provided location and text. Communication means and contact address specific information attributes shall be: network status, communication means, contact address, network provided location, priority and text. 

· Generic information attributes, if these attributes are used as part of any tuple they shall use following values (values in parenthesis) to enable interoperability: 

· Subscriber's status (willing, willing with limitations, not willing, not disclosed),

NOTE: Attribute name subscriber's status has been defined in stage 1 and it does not imply any mapping to the IETF defined presence model e.g. RFC 2778, RFC 2779. 

The subscriber's status attribute is not intended to be used when interworking with IM clients. Subscribers are able to provide more detailed willingness information as well as other information through the generic Text attribute, and the communication means and contact address specific Text attribute.

· Subscriber provided location (free format text),

· Text (free format text).

· Communication means and contact address specific information attributes, if these attributes are used as part of any tuple they shall use following values (values in parenthesis) to enable interoperability: 

· network status (online, offline),

· communication means (Service type (e.g. telephony, SMS, email, multimedia messaging service, instant messaging service)),

· contact address (E.164 (e.g. MSISDN), SIP URL, Email, Instant message address e.g. IM:name@domain name),

· network provided location (Last known CGI/SAI and/or geographic co-ordinates and age of location information),

· Priority (FFS),

· Text (free format text). 

NOTE: The mapping of these attributes and values to the IETF defined presence model RFC 2778, RFC 2779 may result one or several of the following:

· using existing IETF defined attributes and values (or subset of them)

· using existing IETF defined attributes but extending the value set

· Creating new attributes to the tuples.

The mapping of these values for tuples and different fields of the tuple is defined in Stage 3. Furthermore, mechanisms to allow extensibility of the presence information in order to ensure interoperability are defined in stage 3.

 All these attributes shall be able to contain value NULL to enable polite blocking. 

7.4.2
Presence Structure to Support Multiple Values for Attributes

Attributes are mapped to separate tuples which have unique identifiers. If the presentity wants to show different presence information concerning one attribute to different watchers the presentity shall create more than one tuple that contain the same attribute with different value. Separate tuples are assiociated to different watchers and watcher groups based on the access rules. The presentity controls the value of the attribute by modifying the corresponding tuple. Figure 7 illustrates how different values for different watchers are provided utilising access rules. 

NOTE: The figure 7 is illustrative only and it shall not mandate or limit the server implementation options. 
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Figure 7: Illustration how access lists are utilised to present different values of the same attribute to different watchers

7.5

Access rules

Access rules define the watchers who can access the presence information of the presentity. In addition to the watcher identities, the access rules contain the presence information or reference to the presence information that is allowed to be accessed by the listed watchers. The access lists can be logically arranged to be part of the presence server or a separate entity in the network. 

Access lists can be divided into three different categories: personal access lists, public access lists and blocking lists.

Personal and general access lists define which watchers can access which information. Personal access lists explicitly identify watchers, while general access lists relate to groups of watchers whose exact identities are not necessarily known by the presentity e.g. “all watchers” or “all 3GPP watchers”.

Blocking lists define watchers that are not allowed to access any presence information related to the presentity.

A presentity shall be able to manage several personal and general access lists as well as blocking lists.

The three access list categories shall be evaluated in the following order: blocking lists, personal access lists and general access lists.

The following shows an example where the presentity has defined a single access list for each category.

 In this particular example, once the hit is found the evaluation is halted and presence information according to access is delivered.

1. Is the watcher on the blocking list? 

2. Is the watcher on the personal access list?

3. Is the watcher on the general access list (created e.g. by service provider containing all watchers)?

4. Send a notification to the presentity of pending access request.
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 Figure 8. Example of access list evaluation order for presence service
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