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Discussion
3GPP network needs to support a deterministic and time-sensitive communicaton service in order to support integration into TSN networks and support other new 5G use-cases. Such traffic types require – amongst other parameters like reliability – the message delivery with regards to a fixed deadline or latency, or exactly at a defined time with respect to a jitter and a global clock. The 5GS QoS framework must support the transport of traffic with such characteristics. 

The QoS functionality to support such messages is not agnostic of the message reception characteristic at the 5GS. The key to supporting determinististic communications is that the characteristics of the traffic are well defined. As example, for some applications, either a defined reception point in time or a known reception window may exist and the characteristics of the incoming messages may be well defined (packet size, etc.). For the case where 5GS may be seen as a TSN bridge, such traffic characteristcs are already expected with ingress and egress scheduled being defined end to end (e.g. via CNC). 

In the strictest case where a message arrives at the 5GS guaranteed at a defined time instance and has to be delivered at another defined time instance, the relevant QoS parameter to support this message may be a fixed, exact delay value. Note this value can be split between UE (using a buffer) and the rest of the 5GS in the downlink direction.

In case the arrival time is only defined within a certain time window, but the message has to be delivered at a defined time instance, a fixed, exact delay value cannot capture the varying delay that has to be achieved in order to deliver the message correctly. The exact delay that has to be achieved by 5GS can only be calculated after the message has been received. Note that a minimum delay budget can be precalculated.

In case the arrival time and the reception time both are defined within time windows, the 5GS can calculate the resulting delay budget window after the message reception and may use the delay budget window for e. g. diversity, possibly considering the multiplexing of several such message streams. Note an upper/lower delay budget window can be precalculated.

Thus, a (time) deterministic message transport can be characterized by the receive and delivery time and the size of the message, while further QoS parameters can be derived from these values. 

Examples of the derivation of relevant QoS parameters from the given values:

The delay budget (window) may be calculated by:

Delay Budget = Delivery Time - Message Receive Time
We may calculate a transmission slack with regards to the transmission rate and the size of the message (not considering retransmissions here):

Transmission Slack(Rate) = Delay Budget – Transmission Time = Delay Budget – (Message Size/Rate)
The transmission time value may conisist of several factors, including retransmissions or minimum guaranteed rate.

In the following we focus specifically on what it takes to support 5GS TSN deployments, but the discussion shall also serve as inspiration for how to support services requiring deterministic and time sensitive communications in general, e.g. supporting also non-TSN deployments (e.g. any industrial Ethernet or even multi-hop and IP deployments similar to the consideration for IETF DetNet). 
Problem statement #1

In order to support deterministic services and applications in Time Synchronized Networking, 3GPP network needs to support capabilities that are expected by a TSN bridge.

· The TSN CNC expects detailed information on the capabilities of the underlying network including bridge latencies, before a path for a stream is set up by TSN.
· TSN Bridge Delay managed object contains frame length-related attributes per tuple (ingress port, egress port, traffic class):
· independentDelay Min/Max – incurred bridge delay independent of the frame size 
· dependentDelay Min/Max - incurred bridge delay per base volume (typically one octet/byte)
Thus, the above functionalities are expected to be provided by a “3GPP Bridge” as well:
· The 3GPP Bridge needs to expose the same set of parameters like regular Bridge towards CNC, particularly, “Bridge Delay” managed object, independentDelay Min/Max, dependentDelay Min/Max parameters.

Solution Proposal #1:

· 3GPP network should support derivation of TSN Bridge Delay managed object attributes (independentDelayMin/Max and dependentDelayMin/Max) for a 3GPP Bridge based on 3GPP attributes, e.g., QoS flow packet delay budget (PDB) values, GFBR, and the MDBV indicated in the QoS profile
· Once the schedules for specific TSN streams are received by the CNC, the 3GPP Bridge needs to be able to enforce previously exposed QoS characteristics
Problem statement #2
In a wireless system, certain requirements e.g. latency, jitter and reliability, may only be met for certain traffic flow characteristics and specific configuration of the 5GS. For instance, in a TDD system, the delay experienced by each packet might depend on the direction of the wireless link (UL or DL) upon the arrival of the payload, or even on the time offset of the payload arrival with respect to the boundaries of OFDM symbols in the air interface (note that the packets may be delivered to the 5GS at any time with ns resolution as it comes from high speed Ethernet system). Similar time dependencies may be also introduced by other features in the RAN as well as in the core. 

In TSN, it is not possible to expose such time dependencies of the delay. Instead, the reported delay to the CNC is expected to be fixed and predictable, and depends at most on the data volume as previously described in problem statement #1. 
Solution options for #2:

1. Do not consider time dependencies when exposing the capabilities to the CNC, and hence only report worst-case performance. This may eventually limit some of the possible use-cases.
2. Report the capabilities as a function of the characteristics of the data flows to serve. Such characteristics should include at least the arrival time of the messages, but could also be conditioned for a specific message size, message periodicity, among other. This requires that the CNC outside the 3GPP system is capable of understanding and making scheduling decisions based on the time-dependent capabilities exposed by the 5GS.
Problem statement #3
3GPP Network needs to be able to deliver the capabilities expected by TSN systems (in terms of latency, time bound, packet error rate). Following requirements must be supported:

· Enforcement of QoS requirements for deterministic services within a 3GPP network. TSN is one example of deterministic services.
· QoS profile parameters needed for deterministic services, in general (with TSN as one example). 

· Means to identify TSN traffic
· Ability to properly handle TSN traffic e.g. scheduling, dropping of delayed packets
· Latency budget monitoring.
Solution Proposal #3:

Following are the principles proposed:

· Introduce new QoS resource type category to support applications requiring deterministic QoS. This helps differentiate the traffic and QoS characteristics (e.g. time bound, absolute time reference, low latency) needed for TSN type applications.
· Introduce new 5QI for such traffic. This helps define appropriate standardized QoS characteristics (attributes and values) for such applications.

· Introduce following QoS parameters as part of QoS profile in order to support TSN traffic.
· Expected independentDelayMin/Max – indicating the latency induced by components such as processing time, etc., given the maximum expected packet (frame) size. 
· Expected dependentDelayMin/Max –  indicating the expected latency dependent on e.g. radio transmission, scheduling, retransmissions, queueing, given the maximum expected packet (frame) size.
Reference: IEEE P802.1Qcc “Standard for Local and Metropolitan Area Networks-Media Access Control (MAC) Bridges and Virtual Bridged Local Area Networks Amendment: Stream Reservation Protocol (SRP)”

We proposed to capture the following solution in TR 23.734.
*** Start Change ***
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6.X
Solution #X: QoS Framework for Deterministic Services
6.x.1
Description
This is a solution proposal for Key Issue #3. This solution proposes enhancement needed to 5G System QoS Framework in order to support deterministic services that require guarantee packet delivery within a "bounded time window".
When deterministic services such as TSN is supported, Centralized Network Configuration (CNC), expects detailed information on the capabilities of the underlying network including bridge latencies as defined in IEEE P802.1Qcc[xx], before a path for a stream is set up by TSN.
· TSN Bridge Delay managed object contains frame length-related attributes per tuple (ingress port, egress port, traffic class):

· independentDelay Min/Max – incurred bridge delay independent of the frame size 
· dependentDelay Min/Max - incurred bridge delay per base volume (typically one octet/byte)
Thus, the 3GPP network (when it acts as a bridge for the TSN system) needs to expose the same set of parameters like regular Bridge towards CNC, particularly, “Bridge Delay” managed object, independentDelay Min/Max, dependentDelay Min/Max parameters.

3GPP Network needs to be able to deliver the capabilities expected by TSN system. Following requirements have to be supported:

· Enforcement of QoS requirements for deterministic services within a 3GPP network. TSN is one example of deterministic services.
· QoS profile parameters needed for deterministic services, in general (with TSN as one example). 

· Means to identify TSN traffic

· Ability to properly handle TSN traffic e.g. scheduling, dropping of delayed packets

· Latency budget monitoring.

Besides, wireless systems face additional challenges to achieve strict requirements of latency, jitter and reliability, as compared to Ethernet-based wired networks. For instance, in a TDD system, the delay experienced by each packet might depend on the direction of the wireless link (UL or DL) upon the arrival of the payload, or even on the time offset of the payload arrival with respect to the boundaries of OFDM symbols in the air interface (note that the packets may be delivered to the 5GS at any time with ns resolution as it comes from high speed Ethernet system). Similar time dependencies may be also introduced by other features in the RAN as well as in the core. In TSN, the reported delay to the CNC is expected to be fixed and predictable, and only depends on the data volume as previously mentioned. Exposing the 3GPP bridge’s capabilities as a function of certain characteristics of the data flows to serve may be of benefit.
6.X.2
High Level Description
This solution has the following two main components:

1) Exposure of 3GPP Network capabilities to applications requiring deterministic services (e.g. TSN bridge, specifically TSN CNC)

2) Support the capabilities essential for deterministic services (i.e. QoS characteristics that are needed for applications such as TSN).

Exposure of 3GPP Network capabilities:

Following principles are proposed:

· 3GPP network should support derivation of TSN Bridge Delay managed object attributes (independentDelayMin/Max and dependentDelayMin/Max) for a 3GPP Bridge based on 3GPP attributes, e.g., QoS flow packet delay budget (PDB) values, GFBR, and the MDBV indicated in the QoS profile. Mapping of 3GPP attributes to TSN capabilities could happen in the SMF or PCF and the exposure of capabilities towards TSN Bridge can happen via NEF (if it is an untrusted AF) or SMF/PCF (in case of trusted AF).
· Once the schedules for specific TSN streams are received by the CNC and the session is established, the 3GPP Bridge needs to be able to deliver previously exposed QoS characteristics
· To overcome the time dependencies of the wireless network, it may be beneficial to expose the 3GPP bridge’s capabilities as a function of the characteristics of the data flows to serve. Such characteristics should include at least the arrival time of the messages, but could also be conditioned on the message size, message periodicity, among other parameters. This requires that the CNC outside the 3GPP system is capable of understanding and making scheduling decisions based on the time-dependent capabilities exposed by the 5GS. 
Editor’s note:
Another option is to not consider time dependencies when exposing the capabilities to the CNC, and hence only report worst-case performance. These aspects are FFS.


[image: image1.emf]5G System

(acting as logical 

TSN bridge)

TSN CNC

Receive the schedules for TSN streams and 

deliver the exposed QoS characteristics


Figure 6.X.2-1 Exposure of QoS capabilities towards TSN CNC

Supporting capabilities essential for deterministic services:

Following are the principles proposed:

· Introduce new QoS resource type category in order to support applications requiring deterministic QoS. This helps differentiate the traffic and QoS characteristics (e.g. time bound, absolute time reference, low latency) needed for TSN type applications.
· Introduce new 5QI for such traffic. This helps define appropriate standardized QoS characteristics (attributes and values) for such applications.

· Introduce following QoS parameters as part of QoS profile in order to support TSN traffic.
· Expected independentDelayMin/Max – indicating the latency induced by components such as processing time, etc., given the maximum expected packet (frame) size. 

· Expected dependentDelayMin/Max –  indicating the expected latency dependent on e.g. radio transmission, scheduling, retransmissions, queueing, given the maximum expected packet (frame) size.
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Figure 6.X.2-2 Support of enhanced QoS capabilities for deterministic services (TSN)

6.X.3
Impacts on Existing Nodes and Functionality

Editor's note:
This clause describes impacts to existing services and interfaces.

6.X.4
Solution Evaluation

Editor's Note: This clause provides an evaluation of this solution.
*** End of changes ***
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