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1 Background
RAN WG2 will begin a new study item for Industrial IoT [1], including the following objective:

	Time Sensitive Networking related enhancements:

a) Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)

b) Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1). Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.

c) Ethernet header compression (RAN2):

i) Analysis of the benefits and the scenario (e.g. what are the formats and size of Ethernet frame to be considered, are VLAN fields included, protocol termination etc.). 

ii) Definition of the requirements for a new header compression.

d) Performance evaluation of TSN requirements as captured in TR 22.804 clause 8.1 (RAN2/RAN1/RAN3)

NOTE: This task is related to TSN specific requirements, which are not evaluated as part of “Study on physical layer enhancements for NR ultra-reliable and low latency case”. It is not intended to discuss/agree additional simulation assumptions for this case. 

Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress


For architectural impacts of Time-Sensitive Networking, SA WG2 has already started work on use cases for Verticals (SP-180507) and created TR 23.734 to capture open issues and solution options. As part of this work, SA2 sent an LS (S2-189051) to RAN groups, where some RAN2 input is requested to progress the SA2 work.

	SA2 has started its "Study on 5GS Enhanced support of Vertical and LAN Services". One of the important requirements that has been identified so far in SA1 TR 22.804 and TR 22.821 and documented as key issue in TR 23.734 (key issue #3) is support for some form of interworking with Time Sensitive Networking (TSN). SA2 is assessing what is the appropriate level for TSN adaptation or integration needed in 5G System and whether common time synchronisation, management, configuration and scheduling needs to be supported between the factory hosted TSN network and the 5G System.

In order to do that SA2 would like first to confirm with RAN1, RAN2 and RAN3 whether the (currently tentative) KPIs defined in TR 22.804 clause 8.1 require support for TSN based stream reservation and scheduling with integration with external "factory" TSN sub-net or existing 3GPP defined synchronisation, prioritisation and scheduling mechanisms, potentially with some enhancements within RAN (and 5GS internal interfaces), can fulfil the same performance. In the latter case, the (potentially enhanced) 5G System can be treated as "black box" for TSN adaptation.
To RAN1, RAN2, RAN3

ACTION: 
SA2 would like to ask RAN1, RAN2 and RAN3 whether using the existing 3GPP defined synchronisation, prioritisation and scheduling mechanisms, potentially with some enhancements within RAN, can fulfil the performance requirements defined in clause 8.1 of TR 22.804.


In this discussion paper, we propose a response to SA2 LS keeping in mind aspects (a) and (b) from the RAN2 objectives.
2 TSN Concepts

2.1 Overview of 802.1Qbv scheduling

Time-Sensitive Networking is defined in the IEEE 802.1Q specification series. Of these specifications, SA1 TR 22.804 and TR 22.821 specifically mentions a requirement to support 802.1Qbv for industrial IoT.

The key concept in 802.1Qbv is a gate-control function, that describes time-windows where specific traffic classes get priority. As stated in IEEE 802.1Q Section 8.6.8.4, “Enhancements for Scheduled Traffic”:

	A Bridge or an end station may support enhancements that allow transmission from each queue to be

scheduled relative to a known timescale. 


Due to this configuration of gate control relative to a known timescale, packets of individual traffic classes follow a deterministic pattern. An example of such a pattern is shown below:
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Figure 1: Traffic patterns for TSN with 802.11Qbv
The creation of gate schedules allows 802.1 bridges to give deterministic guarantees for packet delays. For example, if it is known that a Class 1 and Class 2 packets will arrive at non-overlapping times, the bridge can guarantee a short delivery time for both traffic classes. In the absence of 802.1Qbv, the bridge has to determine the delivery guarantee under a worst-case assumption (e.g. overlapping arrivals), which leads to a longer delay guarantee.
It should be noted that the above statement about delay guarantees is true even in one traffic class has strictly higher priority than the other traffic class. When the gate schedules are known, and Class 2 arrivals are known to never overlap with Class 1 arrivals, the bridge can guarantee a low latency to traffic Class 2 also.

The TSN system allows the configuration of gate schedules with upto 8 different traffic classes, and allows the configuration of gate schedules at multiple bridges within a TSN network. 
2.2 5GS and TSN

Integration of 5G wireless within a TSN system will imply that 5G is connected to TSN compatible bridges, and incoming packets to 5G will have deterministic schedules. 

Even though SA2 will develop a full architecture, a very high-level view for discussion is shown below. The interesting question from QoS perspective is how the scheduling can benefit from the specific nature of TSN traffic. This is discussed more in Section 3.
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Figure 2: TSN high level architecture with 5G

3 QoS for TSN (RAN2 objective ‘b’)
TSN requires deterministic delivery of packets with minimum jitter and minimum packet loss. URLLC mechanisms in RAN allow low delay-budget, including a target in Rel-16 of 10e-6 reliability with 0.5-1ms delay budget (RP-181477, RAN1 Study Item). 

The Rel-15 QoS architecture allows the RAN to receive QoS parameters from the CN and perform appropriate scheduling and configuration in order to meet the QoS requirements. These QoS parameters include delay budget, packet burst size, guaranteed bit rate etc. SA2 states in their LS that some enhancements to the QoS framework within 5GS and RAN can be considered.

As discussed in Section 2, TSN traffic is characterized by a specific pattern, with periodic arrivals of packets at known arrival times, with known burst sizes. Knowledge of specific packet arrival times is not available in Rel-15, and in the following sections we discuss how this information can improve RAN functions.
3.1 Configuration of SPS: 
In traditional usage of SPS, for example for voice, the RAN can learn the packet arrival pattern at coarse level and configure SPS appropriately. However, for TSN, such pattern estimation schemes involve a margin of error that affects overall TSN performance. For example, if the packet arrives bit later than the estimated time due to estimation error, it may miss the SPS instance.
For TSN, the accurate information regarding the packet arrival times is readily available from the TSN system, though signalling needs to be defined within the 5G system to communicate the TSN-derived information to RAN.

3.2 Meeting Packet delay budget and admission control: 
Similar to 802.1 bridges, knowledge of time-overlap between flows can help the RAN decide whether the packet delay budget can be guaranteed for the flows. In the example below, if the RAN is aware that Class 1 and Class 2 packets have non-overlapping arrivals, then packet delay budget can be met. 
In the absence of information about the packet arrival times (e.g. in Rel-15), the RAN will be forced to make worst case assumptions about the arrival patterns (i.e. overlapping) and hence may not be able to admit both flows. 

Note that traditional statistical multiplexing has very limited value in TSN where deterministic guarantees are needed.

[image: image3.emf]C

l

a

s

s

 

1

C

l

a

s

s

 

2

C

l

a

s

s

 

1

C

l

a

s

s

 

2

C

l

a

s

s

 

1

C

l

a

s

s

 

2

Periodic pattern

C

l

a

s

s

 

1

C

l

a

s

s

 

2

C

l

a

s

s

 

1

C

l

a

s

s

 

2

C

l

a

s

s

 

1

C

l

a

s

s

 

2

Periodic pattern

Non-overlapping arrivals

Overlapping arrivals


Figure 3: Overlapping and Non-overlapping arrivals
Proposal 1: RAN2 should consider the benefit of schemes informing the RAN about exact packet arrival times. 
4 Responding to SA2 regarding QoS

It mighttake some time for RAN2 to make definite progress regarding Proposal 1. In the meanwhile, to progress the SA2 work,it is proposed to reply to SA2.

Proposal 2: Inform SA2 about QoS for TSN as follows.
· RAN2 will study whether additional QoS information such as structure and timing of the packet arrivals (beyond the Rel-15 information) can help meet QoS requirements for TSN. 

· After RAN2 identifies the additional QoS information that is needed for TSN, RAN2 will recommend the necessary QoS information to SA2 for inclusion in the QoS framework.

SA2 has also asked about integration with TSN subnet:
“KPIs defined in TR 22.804 clause 8.1 require support for TSN based stream reservation and scheduling with integration with external "factory" TSN sub-net or existing 3GPP defined synchronisation, prioritisation and scheduling mechanisms, potentially with some enhancements within RAN (and 5GS internal interfaces), can fulfil the same performance.”
Given subnet aspects are not primary domain of expertise for RAN2, we propose to limit the discussion in RAN2 to the information needed by RAN to meet QoS for TSN. RAN2 can continue to assume that Core network will provide the necessary information to RAN via existing QoS framework (with parameter extensions if necessary), and SA2 should examine whether the framework itself needs to be changed to carry additional QoS information
Proposal 3: For any additional QoS information to serve TSN use-case, RAN2 preference is that the information be delivered to RAN via addition of the new information to the existing QoS framework. RAN2 has not identified any reason to make changes to the QoS framework (such as “integration with factory TSN sub-net”).
5 Time Synchronization (RAN2 objective ‘a’)

Time synchronization has been studied in the context of LTE HRLLC, where the latest RAN2 endorsed CR (R2-1813301) defines signalling for the eNB to deliver timing to the UE with granularity as low as 0.25 microseconds. The clock which is used to derive this timing can either be universal (UTC) or local (localClock). RAN2 does not define the delivery of localClock to eNB, or the interpretation of localClock at UE.

For TSN integration in NR, a similar solution as HRLLC would be a reasonable starting point. In addition to localClock, new clock types for TSN could be added if necessary. This leads to the following architecture.
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Proposal 4: Inform SA2 that air interface signalling can deliver highly precise time information to the UE under the assumption that the gNB is synchronized to the time-source. Also, means for providing the timing information to the gNB are not expected to be studied in RAN2, and SA2 and RAN3 should discuss whether any work is needed for time information delivery to the gNB.
6 Summary
Based on the discussion above, we propose:
Proposal 1: RAN2 should consider the benefit of schemes informing the RAN about exact packet arrival times. 

Proposal 2: Inform SA2 about QoS for TSN as follows.

· RAN2 will study whether additional QoS information such as structure and timing of the packet arrivals (beyond the Rel-15 information) can help meet QoS requirements for TSN. 

· After RAN2 identifies the additional QoS information that is needed for TSN, RAN2 will recommend the necessary QoS information to SA2 for inclusion in the QoS framework.

Proposal 3: For any additional QoS information to serve TSN use-case, RAN2 preference is that the information be delivered to RAN via addition of the new information to the existing QoS framework. RAN2 has not identified any reason to make changes to the QoS framework (such as “integration with factory TSN sub-net”).

Proposal 4: Inform SA2 that air interface signalling can deliver highly precise time information to the UE under the assumption that the gNB is synchronized to the time-source. Also, means for providing the timing information to the gNB are not expected to be studied in RAN2, and SA2 and RAN3 should discuss whether any work is needed for time information delivery to the gNB.
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