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Introduction
RAN1 #94 [1] achieved the following agreements on resource management using TDM approach at IAB-network.
	
Agreements:
· For the support of TDM, at least the following cases are supported:
	
	TDM Between:
	

	Case
	Link 1
	Link 2
	Supported by a pattern?

	1
	LP,DL
	LC,DL
	Yes

	2
	LP,UL
	LC,UL 
	Yes

	3
	LP,DL
	LC,UL
	Yes

	4
	LP,UL
	LC,DL 
	Yes

	5
	LP,DL
	LA,DL 
	Yes

	6
	LP,UL
	LA,UL 
	Yes

	7
	LP,DL
	LA,UL
	Yes

	8
	LP,UL
	LA,DL 
	Yes

	9
	LP,DL
	LA,DL and LC,DL
	Yes

	10
	LP,UL
	LA,UL and LC,UL
	Yes

	11
	LP,DL
	LA,UL and LC,UL
	Yes

	12
	LP,UL
	LA,DL and LA,DL
	Yes

	13
	LC,DL
	LA,DL 
	* At least Rel. 15 mechanisms can be used, FFS enhancements

	14
	LC,UL
	LA,UL 
	* At least Rel. 15 mechanisms can be used, FFS enhancements

	15
	LC,DL
	LA,UL
	* At least Rel. 15 mechanisms can be used, FFS enhancements

	16
	LC,UL
	LA,DL 
	* At least Rel. 15 mechanisms can be used, FFS enhancements



Note: A given pattern may include support for multiple cases, details FFS.
At least for Cases 1-12, an IAB node is configured with IAB-node specific resources in time available for the links:
· Further study details of the adaptation period and granularity (e.g. slot or symbol-level) of the pattern provided to the IAB node, including
· Explicit or implicit indication of the resources
· Enhancements to existing signaling mechanisms to indicate the pattern
· Further study the indication of resources within the configuration which can be dynamically and flexibly used for different links, including
· The need to consider the scheduling delay, IAB node processing delays, or information required to be available for the use of flexible resources
· Mechanisms to schedule flexible resources (e.g. GC-PDCCH)


Discussion
In this contribution, we discussed further details on indication of resource partition pattern for TDM approach, where two options are proposed: option1 with a new F1-AP message, option2 with an extended TDD DL/UL slot configuration. We show that option1 may be more suitable for a baseline approach with the centralized and semi-static signaling method, while option2 may be more suitable for an enhanced approach with distributed and dynamic signaling method.
We also discussed interaction of resource partition pattern with Rel15 L2/L3 Resource allocation. We show that Rel15 UE, without knowledge of resource partition pattern, may have performance impact. We also show that some existing Rel15 mechanisms can be used to restrict UE from TX/RX at non-schedulable resources for a number of scenarios. But further study shall be done to investigate the impact over all possible scenarios.
At last, we provided a detailed proposal for option2 to support distributed and dynamic resource coordination using an extended SFI with “NULL” field and a new UL feedback message. We also analyzed the impact of signaling delay and show that signaling delay can be handled using overlapped SFI configuration supported by existing Rel15.                         
Indication of Resource Partition Pattern
RAN1-94 has agreed to support configuration of TDM resource partition pattern for IAB-nodes. For IAB-network, it is desirable to have a signaling format that is general enough to cover different cases of resource partitions: 
· There can be cases that network may want to allocate some dedicated resources for all access links throughout the multi-hop networks, e.g. SSB/Type0-PDCCH resources used for initial access in a synchronous network.
· There can be cases that network may want to allocate some dedicated resources for all backhaul links throughout the multi-hop networks, e.g. SSB used for inter-node discovery with muting pattern in a synchronous network.
· There can be cases that network just needs to separate resources between parent and child links, and resources allocated for child links can be scheduled by an IAB-node to share among its child access links and child backhaul links.              
Therefore, the indication of resource partition pattern not only shall support partition of resources between parent backhaul links and child links, it may also need to provide additional information to differentiate resources allocated for various types of child links.
Proposal1: The indication of resource partition pattern shall provide support to differentiate resources that are dedicated for child access links only, or dedicated for child backhaul links only, or shared among child access links and child backhaul links.       
For signaling format of resource partition pattern, we can have different options depending on whether resource partition pattern is indicated separately or jointly with TDD DL/UL slot configuration, as shown at Fig.1.
Proposal2: RAN1 shall consider the following two options for indication of resource partition pattern: 
· Option1: Keep Rel15 TDD DL/UL slot configuration unchanged and define a separate signaling message, e.g. a F1-AP signaling message, to indicate resource partition pattern.      
· Option2: Extend Rel15 TDD DL/UL slot configuration messages with new fields to indicate resource partition pattern together with DL/UL directions. 
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Fig.1 Two options for Indication of Resource Partition Pattern
For option1, the new signaling message may be defined over the F1-AP interface, which is from CU of IAB-donor to DU of IAB-node, and can be updated over a relative large time scale. Therefore, option1 may be more suitable for resource management using a centralized semi-static approach. A detailed proposal using option1 as a centralized semi-static approach for resource management was presented in a RAN1-94 contribution [2]. 
For option2, Rel15 TDD DL/UL slot configuration messages are extended to indicate resource partition pattern, and the extended signaling messages are carried over NR Uu interface, which can be suitable for resource management using a distributed approach. When dynamic slot configuration (SFI) is extended with new fields, option2 is also suitable for a dynamic approach with fast adaptation to changes in traffic or channel conditions. A detailed proposal for dynamic resource coordination using option2 is presented in section 2.3 of this contribution.         
Observation1: Option1 with a new defined F1-AP message may be more suitable for resource management using a centralized semi-static approach; while option2 with extended TDD DL/UL slot configuration may be more suitable for resource management using a distributed dynamic approach.      
For option1, a new F1-AP message is defined and no new signal is required to be defined over NR Uu interface. In this option, the DU of an IAB-node may provide an indication of the resource partition pattern, received from F1-AP interface, to its co-located MT for better resource utilization and power consumption.       
Option2, on the other hand, requires changes on NR Uu interface toward MT function of an IAB-node. 
Observation2: Option1 with no signaling changes required on NR Uu interface may be more suitable for a baseline approach, while Option2 may be used as an enhancement.   
Interaction between Resource Partition Pattern and Rel15 Resource Allocation
In this section, we investigate the interaction between the resource partition pattern and existing Rel15 L2/L3 resource allocation. In a TDM scheme, the resource partition pattern indicates whether a resource unit can be scheduled over a link by an IAB-node, which we call schedulable resource, or cannot be scheduled over a link by an IAB-node, which we call non-schedulable resource. 
Though Rel15 NR spec provides flexibility in resource allocation with many choices of configuration parameters, in general a confliction between resource partition pattern and L2/L3 resource allocation may not be completely avoided. Two example scenarios are listed below:
· RRC-configured allocations, e.g. periodic or semi-persistent allocations etc., with some allocated resources falling into non-schedulable resources.
· Slot aggregation with mixed schedulable and non-schedulable resources.
Firstly, network should minimize the confliction between resource partition pattern and L2/L3 resource allocation. Some guideline rules are provided below:  
· Time resources for channel allocations with critical performance impact to network, e.g. SSB/Type0-PDCCH/PRACH etc., may need always to be indicated as schedulable resources. 
· Certain constraints may be imposed on resource partition pattern so that confliction with L2/L3 resource allocation can be minimized. 
· E.g., periodicity of resource partition pattern shall be made compatible with values defined for periodicities of various allocations in Rel15.
· E.g. gaps between schedulable resources may be regulated with a max value. 
Observation3: To minimize confliction with Rel15 resource allocation, network may need to follow certain guidelines when determining resource partition pattern: e.g. indicating resources for channel allocation with critical performance impact as schedulable resources, e.g. imposing constraints on resource partition pattern such as periodicity and/or gaps.
Secondly, network shall have mechanisms to control performance impact at events of confliction, especially for Rel15 UE who is unaware of resource partition pattern. The Rel15 UEs may have performance degradation, such as higher packet loss rate or higher power consumption etc., when some of the allocated resources fall into non-schedulable resources, as shown in Fig.2 case1.  
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Fig.2 Periodic allocation with some non-schedulable resources: impact to Rel15 UE
Observation 4: Rel15 UE, who is unaware of resource partition pattern, may have performance impact when some of allocated resources fall into non-schedulable resources.
Some existing Rel15 mechanism, e.g. flexible state at slot configuration, rate match bitmap for PDSCH etc., can be used to restrict UE’s TX/RX at non-schedulable resources without explicit notification. For example, as per Rel15 spec, UE will cancel its TX/RX operation (except for a few corner cases) for RRC-configured allocation at flexible resources set by both semi-static slot configuration and dynamic SFI [3]. Then by setting non-schedulable resources as flexible, network can restrict UE from TX/RX at non-schedulable resources (except for a few corner cases) for RRC-configured allocation, as shown in Fig.2 case2. But the proposed scheme requires enabling dynamic SFI, which may be disabled by network for certain deployment scenarios. Further study shall be done to investigate the impact of resource partition to Rel15 UEs over all possible scenarios and whether existing Rel15 mechanisms are sufficient to control confliction under acceptable range. 
Observation 5: Some existing Rel15 mechanisms, such as flexible state for slot configuration, rate match bitmap for PDSCH, etc., can be used to restrict child nodes (UE or MT) from TX/RX at non-schedulable resources for a number of scenarios.            
Proposal 3: Interaction between resource partition pattern and Rel15 resource allocation shall be further studied, including confliction resolution rules.
Note that for MT function of IAB-node, depending on implementation, it can have knowledge of resource partition pattern from its co-located DU. In addition, if option2 with extended TDD DL/UL slot configuration is adopted, it may also have resource partition pattern of its parent node through NR Uu interface. MT can use this knowledge to resolve allocation confliction. 
Observation 6: MT of an IAB-node can use knowledge of resource partition pattern to resolve allocation confliction and achieve a better performance.          
Dynamic Coordination with Extended SFI and UL Feedback
We propose to support dynamic coordination approach as an enhanced approach on top of baseline approach, where enhancements at NR Uu interface are required for IAB-nodes as shown at Fig.3:
· Rel-15 slot format indication (SFI) may be extended with a new field “NULL” for an IAB-node to indicate non-schedulable resources to its child nodes. The resources with existing DL/UL/Flexible states are assumed to be schedulable resources of the IAB-node. New SFI formats with “NULL” symbols can be defined using reserved entries (56-254) in the Rel15 slot format table as shown in Fig. 4. 
· A new UL feedback message “NULL request message” may be required by a child node of an IAB-node to request for increasing/reducing/unchanging the “NULL” resources of the IAB-node. The “NULL request message” can be carried by PUCCH or by MAC-CE on PUSCH.
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Fig.3 Enhanced Approach: Dynamic Coordination with Extended SFI and UL Feedback

[image: ]
Fig.4 New SFI formats with “NULL” symbols defined using reserved entries in Rel15 slot format table 
The procedure is as follows: 
· The IAB-node receives extended SFI from its parent node, which indicates the schedulable resources (resources marked as DL/UL/Flexible) and non-schedulable resources (resources marked as NULL) of the parent node. 
· Based on received extended SFI from parent node, the IAB-node determines its own extended SFI by following the rules:
· A “NULL” resource from parent may be used as “DL/UL/Flexible/NULL” at IAB-node
· A “DL” resource from parent may be used as “UL/NULL” at IAB-node
· A “UL” resource from parent may be used as “DL/NULL” at IAB-node
· A flexible resource (X) from parent may be used as “NULL” at IAB-node
· The IAB-node may also adjust the number of “NULL” resources based on received “NULL adjust request” from its child IAB-node.
· The IAB-node may also send “NULL adjust request” message to its parent IAB-node based on its resource utilization. 
Proposal 4: A dynamic coordination approach shall be supported with new signalling messages required at NR Uu interface for IAB-node:
· Extended SFI with a new “NULL” state for an IAB-node to indicate non-schedulable resources to its child IAB-node.
· A new message from child IAB-node to request adjustment of NULL resources of the IAB-node.   
A configuration flag to enable/disable dynamic coordination may also need to be defined, e.g. at RRC layer. If dynamic coordination flag is disabled or extended SFI is not configured or not decoded, the baseline approach with resource partition pattern from F1-AP interface will be used. 
For this enhanced approach, each IAB-node needs to receive extended SFI from its parent node and then determines its own extended SFI accordingly and sends its extended SFI to its child IAB-node(s). There will be a delay at each hop, which can be handled using overlapped SFI configuration in Rel-15. An illustration is shown at Fig.5, where an IAB-network of max 3 hops with delay of 1 slot per hop is assumed. In general, the delay depends on PDCCH decoding capability and PDCCH monitoring occasions. 
· The PDCCH monitoring occasion for SFI at each IAB-node need to be configured with an offset, from its parent’s PDCCH occasion, larger than the PDCCH decoding delay. 
· The number of slots indicated by the SFI shall be larger than the PDCCH monitoring periodicity for SFI with a value depending on the hop count to the IAB-donor. 
· The SFIs carried by a PDCCH DCI2_0 grant consists of two parts: the first part includes a number of slots with repeated SFIs determined by the last PDCCH DCI2_0 grant, and the second part includes a number of slots with new SFIs determined at this PDCCH DCI2_0 grant. The number of slots with new SFIs is equal to PDCCH monitoring periodicity. The number of slots with repeated SFIs depends on hop count of the IAB-node to the IAB-donor and delay at each hop. With assumption of delay of 1 slot per hop, the IAB-node with hop count n at the network has [maxHopCount+1-n] slots of repeated SFI.        
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Fig. 5 Example of delay handling using overlapped SFI configuration
Observation 7: Overlapped SFI configuration at Rel15 can be used to handle processing delay of dynamic coordination approach at each hop of IAB-network.   
Conclusion
Proposal1: The indication of resource partition pattern shall provide support to differentiate resources that are dedicated for child access links only, or dedicated for child backhaul links only, or shared among child access links and child backhaul links.
Proposal2: RAN1 shall consider the following two options for indication of resource partition pattern: 
· Option1: Keep Rel15 TDD DL/UL slot configuration unchanged and define a separate signaling message, e.g. a F1-AP signaling message, to indicate resource partition pattern.
· Option2: Extend Rel15 TDD DL/UL slot configuration messages with new fields to indicate resource partition pattern together with DL/UL directions.
Observation1: Option1 with a new defined F1-AP message may be more suitable for resource management using a centralized semi-static approach; while option2 with extended TDD DL/UL slot configuration may be more suitable for resource management using a distributed dynamic approach.
Observation2: Option1 with no signaling changes required on NR Uu interface may be more suitable for a baseline approach, while Option2 may be used as an enhancement.
Observation3: To minimize confliction with Rel15 resource allocation, network may need to follow certain guidelines when determining resource partition pattern: e.g. indicating resources for channel allocation with critical performance impact as schedulable resources, e.g. imposing constraints on resource partition pattern such as periodicity and/or gaps.
Observation 4: Rel15 UE, who is unaware of resource partition pattern, may have performance impact when some of allocated resources fall into non-schedulable resources.
Observation 5: Some existing Rel15 mechanisms, such as flexible state for slot configuration, rate match bitmap for PDSCH, etc., can be used to restrict child nodes (UE or MT) from TX/RX at non-schedulable resources for a number of scenarios.            
Proposal 3: Interaction between resource partition pattern and Rel15 resource allocation shall be further studied, including confliction resolution rules.
Observation 6: MT of an IAB-node can use knowledge of resource partition pattern to resolve allocation confliction and achieve a better performance.
Proposal 4: A dynamic coordination approach shall be supported with new signalling messages required at NR Uu interface for IAB-node:
· Extended SFI with a new “NULL” state for an IAB-node to indicate non-schedulable resources to its child IAB-node.
· A new message from child IAB-node to request adjustment of NULL resources of the IAB-node.
Observation 7: Overlapped SFI configuration at Rel15 can be used to handle processing delay of dynamic coordination approach at each hop of IAB-network.
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