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1
Decision/action requested

Discuss aspects of the use case “Automatic Radio Network Configuration Data Preparation” and agree on related requirements
2
References

32.816 V1.5.0 Study on Management of LTE and SAE
3
Rationale

The business level use case “Establishment of a new eNodeB in the network” is split into two specification-level use cases
Self-Configuration of a new eNodeB:

This use case encompasses non radio related aspects, like automatic OAM link setup, self-test or software download. It is assumed that the radio configuration and transport configuration data is prepared and made available in advance.. This use case only downloads the configuration data into the eNodeB. In case the the data is not made available for download the self-configuration process aborts with a failure.

Automatic Radio Network Configuration Data Preparation

This use case is about the dynamic and automatic online generation of the radio configuration as part of the full self-configuration of a newly installed eNodeB in the pre-operational state.
Whereas the first use case has already been investigated in detail work on the second one has not started yet. The target of this contribution is to provide first ideas and to trigger first discussions.
4
Discussion
4.1
Radio Planning Tool Chain in 2G/3G Systems
The radio configuration for 2G and 3G basestations is generated by a tool assisted but not fully automated process. Tools involved in this process depend on the operator and also the planning process differs from operator to operator. In any case the data is prepared mostly manually and offline. When the data is ready, it is provided to the base stations via some kind of push mechanism.
4.2
Requirements for Radio Self-Configuration
From the description above it is clear that the currently used mechanims do not allow integrating this tool chain easily into the fully automated pre-operational self-configuration process of eNodeBs. In order to devise the required functionality it is proposed that SA5 discusses and agrees the related requirements. Below is a proposal
· Radio parameters for the new eNodeB should be generated as much as possible without manual intervention.
· Radio parameters for the new eNodeB should be generated as much as possible  during the (pre-operational) self-configuration proces (“online”).
· Radio parameters for the new eNodeB should be generated taking into account the current configuration of the eNodeBs already existing and opearting already in the field.

· Network nodes already existing and operating in the field and whose configuration requires updates due to the insertion of the new eNodeB should be updated as well without in an automated manner during the (pre-operational) self-configuration process of the new eNodeB.
· The generation of the radio configuration of the new eNodeB should work in a multi-vendor fashion.

In this context it should be noted that some part of the radio planning will always stay a tradition, more or less manual, offline activity that cannot be performed as part of the self-configuration process. An example for this is the site planning.
4.3 Architectural Aspects
4.3.1
Introduction
When discussing architectural aspects like centralized vs. distributed solutions it might help to look at the kind of information needed for assigning the value of a certain configuration parameter. Two different classes can be identified here:
Single cell knowledge required (class A parameters): For setting the value of the configuration parameter only the knowledge about configuration parameters of the same cell is required. Examples include in particular parameter for (physical) channel configuration, such as RACH configuration (PRACH subframe configuration, preamble format, etc.), control channel configuration (number of symbols for PDCCH per TTI, aggregation level, configuration of HARQ and CQI feedback, etc).
Multiple cell knowledge required (class B parameters): In this case not only the knowledge about the own cell is required, but also knowledge about the (geographical) neighbour cells and maybe about the neighbours of the neighbours or even about a wider geographical or organisational area. Examples are the physical cell identifier and the global cell identifier or parameters defining the initial cell coverage like the initial transmit power settings and initial antenna tilts.
In both cases operator (OAM) policies may have to be taken into account when assigning a value to a certain configuration parameter. As an example the whitelist and blacklist in the context of ANR may be mentioned here.
Solutions for class A configuration parameters: Parmeters of this class can be easily assigned in a distributed fashion. A more centralized solution works of course as well.
Solutions for class B configuration parameters: Parameters of this class advocate a more centralized solution. If the border between vendor domains shall be covered in a fully multi-vendor fashion either (A) information exchange between the vendor domains or (B) a fully centralized solution is required.
4.3.2
Logical Architectures supporting Class B Parameters
The critical case is the logical achitecture supporting an efficient assignment of class B parameters. Three approaches are possible.
Decentralized network solution in the eNodeBs: The eNodeB needs to get information about configuration data in neighboring cells like the physical cell identifier. The only possibility to do so is to use the X2 interfaces (When involving the DM this would already be a more centralized solution). However, in the pre-operational state the eNodeB has no X2 interfaces established yet and it would be virtually impossible to do so (How should the eNodeB know, which are his (geographical) neighbours and where should he get the IP addresses from). But let’s assume it would be possible to do so, in this case the same question arises for the (geographical) neighbours of the neighbours. It could be envisaged that the new eNodeB scans his radio environment, but this does not yield the desired result in a reliable manner in a lot of cases.
Decentralized OAM solution: Information exchange would have to happen over horizontal interfaces in the OAM system like the Itf-P2P. However, also here the question would be to know which OAM (sub) systems are managing the neighboring eNodeBs. In addition to this, no other use case has been identified for horizontal OAM interfaces sor far, the reason why this kind of interfaces should probably not be introduced.
Fully centralized solution: In this solution a logically central function holds all the information required to assign a value to class B parameters of a new eNodeB. This function could be self-learning in the sense that it stores all the information assigned to the new eNodeBs rolled out and that it is informead about configuration upates in the network. An interface to the remaining part of the radio planning system could be used provide the planned data to this function.
From the above discussion it seems that a central function seems to be the most appropriate one to deal with the requirements with respect to assigning class B parameters. Whether the centralised solution should be used also for assigning class A parameters is for further study.
4.3.3
Additional Functionality of a Fully Centralised Solution
A central function serving radio self-configuration purposes could also be used for other applications. These may include
· The mapping of the physical cell identifier reported by the UE in the context of ANR to a global cell identifier
· The mapping of global cell identifier reported by a UE in the context of ANR to an IP address of the eNodeB supporting the cell identified by the global cell identifier.

· The identification of an initial set of adjacencies for the new eNodeB during self-configuration. This initial set may be optimised later on during the operational state (i. e. when the eNodeB carries traffic).

5
Conclusion
This contribution discusses requirements and supporting logical architectures regarding the automatic generation the radio configuration of newly installed eNodeB as part of the self-configuration process. The highlighted problems with distributed solutions seem to favour a centralized architecture. A central function could host additional functionality supporting other self-configuration and self-optimisation use cases as well.
As a starting point for related standardisation it is proposed to add related specification level requirements in chapter 6 to the new TS 32.xy1 “Establishment of new eNodeBs”. These requirements are independent from the architecture discussion.
6
Proposal

Nokia Siemens Networks proposes to add the following specification level requiremts to the new TS 32.xy1 “Establishment of new eNodeBs”.
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5.2.5
Requirements

5.2.5.1
Automatic Radio Network Configuration Data Preparation
[REQ_EST_CON_x] Radio parameters for the new eNodeB should be generated as much as possible without manual intervention.

[REQ_EST_CON_x] Radio parameters for the new eNodeB should be generated as much as possible  during the (pre-operational) self-configuration proces (“online”).

[REQ_EST_CON_x] Radio parameters for the new eNodeB should be generated taking into account the current configuration of the eNodeBs already existing and opearting already in the field.

[REQ_EST_CON_x] Network nodes already existing and operating in the field and whose configuration requires updates due to the insertion of the new eNodeB should be updated as well without in an automated manner during the (pre-operational) self-configuration process of the new eNodeB.

[REQ_EST_CON_x] The generation of the radio configuration of the new eNodeB should work in a multi-vendor fashion.
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