3GPP TSG SA WG5 (Telecom Management) Meeting #114
S5-175152
16-20 October 2017, Busan, Korea


Source:
Ericsson
Title:
pCR Rel-15 28531 Slice management mode
Document for:
Discussion and approval
Agenda Item:
6.4.4
1
Decision/action requested

The group is asked to approve it.
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Rationale

3GPP Management systems will provide capabilities for operator to perform LCM, CM, PM and FM tasks on network elements that are members of network slices as defined by SA2. See [1] and [5].
This paper presents a version of the requirements and new IOCs including their relations with existing 3GPP defined IOCs and their relations with existing information object classes as defined by ETSI NFV [2]. This paper also presents some observations and points for further investigations (see section 4.2).
4
Detailed proposal

4.1
Background
This paper discusses the use of new (blue) IOCs: NSlice (for Network Slice) and NSS (for Network Slice Subnet).

The two white IOCs (i.e. MF and ME), including the uni-direction association‑D, are already standardized. See [4].
The orange IOCs (i.e. NS, VNF, PNF and VNFC) are already specified in [2] and the use of association‑D is confirmed by 3GPP SA5 and ETSI NFV and this represents the ‘touch point’ between software objects maintained by 3GPP defined management systems (e.g. NMs, EMs) and the ETSI NFV defined VNFM. See clause 5.3 of [3].
	First proposed change


X.Y
Slice NRM

This clause specifies the NRM for Network Slice IOC and Network Slice Subnet IOC. 
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Figure 1: Proposed model for slice management
X.Y.1
Observations

X.Y.1.1
Locations of class instances
I. The ETSI NFV defined VNFM is responsible for the maintenance of the NS, VNF, PNF and VNFC instances. 

II. An operator’s NSSMFs are responsible for the LCM and maintenance of its NSSIs

III. An operator’s NSMF is responsible for the LCM and maintenance of its NSIs.

X.Y.1.2
Identifiers

I. ETSI NFV defines identifiers for instances of NS, VNF, PNF and VNFC. See [2].

n NSSI can use zero, one or more NSSIs. This (instance) usage tree is independent (and is not a branch) of the (instance) name-containment tree where ME instance and MF instance are members. The name space for NSSIs is FFS. 

II. SA5 will need to discuss with SA2 on the identifiers for NSIs.
X.Y.1.3
Associations

1) The NSlice: NSS is many : many.  See relation A.

2) A management domain (MD) NSlice can be composed of zero, one or more NSlice managed by other MD(s). See relation B.

3) The MD NSlice can represent a service offered to the operator customer. This ‘offered’ relation is subject to SLA agreement between the operator and its customer. This relation is not presented in the model above. 
4) The MD NSlice can represent a service offered to another MD. This ‘offered’ relation is subject to agreement between the MDs. This relation is not presented in the model above. 
a. MD NSI normally implies that the NSI (and its supporting resources) are managed by the MD management system. There is another kind of NSI that an MD (say MD-1) can offer to its customers in that the NSI (and its supporting resources) are jointly managed by the MD-1 and other MD (say MD-2) management system. The MD-1 provides the VNF package(s) for the MF instance(s) involved. The MD-1 is responsible for the CM, PM, FM tasks of the VNFs; MD-2, via its NFVO/VNFM/VIM, is responsible for the LCM tasks of the VNFs. 

5) From an MD perspective, there is no need for its NSI to contain/use NSI(s) unless the instance(s) are maintained by another MD(s). This notion is reflected in the above model by not having a recursive “NSlice contains NSlice”.

6) Via the relation C, reader of NSSI can know the virtual resources supporting the said NSSI. Reader of NSSI can have the same knowledge by navigating through relation F-D.

Note: The virtual resources are those managed by MANO system and commonly referred to as “cloud resources”. These resources are not the ones commonly referred to as “RAN access resources”.
7) MD NM can have created NSs, via request to NFVO, to deploy its virtualized MFs. We called these ‘old’ NS instances. When NSSMF creates NSSIs, the NSSMF, via request to NFVO, create NS instances. (see Relation C). We called these ‘new’ NS instances. When the same VNF(s) appear in old and new NS instances, there is a duplication or redundant information being created and maintained. 

8) Say NSSMF creats NSSI-a and NSSI-b using a shared MF-1. See Relation-F. Say MF-1 is virtualized and is realized by one VNF-1. See Relation D. Say NSSMF creates, via requests to NFVO, NS-1 and NS-2 with the same VNF-1 and NSSMF instantiate the relation C, i.e. NSSI-a has an attribute holding the NS-1 identifier and NSSI-b has an attribute holding the NS-2 identifier. In this situation, the information captured by relation “NSSI-a to NS-1” is misleading in that it holds the total virtual resources supporting NSS-1 and NSS-2, rather than holding the virtual resources supporting NSS-1 only. Similar misleading information is captured by relation “NSSI-b to NS-2”. 
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