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4.4.3
Packet Delay and Drop Rate
4.4.3.1
Average DL PDCP SDU delay

a) This measurement provides the average (arithmetic mean) PDCP SDU delay on the downlink.  The measurement is split into subcounters per E-RAB QoS level (QCI). If there is one or more RNs served in a cell, for that cell the eNodeB performs each measurement separately for packets transmitted between the eNodeB and UEs and for packets transmitted between the E-UTRAN and RNs. The measurement is also applicable to RNs.
b) DER (n=1)

c) This measurement is obtained according to the definition in 3GPP TS 36.314 [11].
d) Each measurement is an integer value representing the mean delay in ms. The number of measurements is equal to the number of QCIs plus a possible sum value identified by the .sum suffix.

e) The measurement name has the form 
DRB.PdcpSduDelayDl.QCI, which indicates the PDCP SDU delay between the eNodeB (or RN) and UE
DRB.PdcpSduDelayDlRN.QCI, which indicates the PDCP SDU delay between the E-UTRAN and RN. 
where QCI identifies the E-RAB level quality of service class.
f) EUtranCellFDD
EUtranCellTDD

g) Valid for packet switched traffic

h) EPS
4.4.3.2
DL PDCP SDU drop rate

a) This measurement provides the fraction of IP packets (PDCP SDUs) which are dropped on the downlink. Only user-plane traffic (DTCH) is considered. A dropped packet is one whose context is removed from the eNodeB/RN without any part of it having been transmitted on the air interface. Packets discarded during handover are excluded from the count. The measurement is split into subcounters per E-RAB QoS level (QCI).

b) SI

c) This measurement is obtained according to the definition in 3GPP TS 36.314 [11]. Separate counters are maintained for each QCI.  In case only a subset of per QCI measurements is supported, a drop rate subcounter calculated across all QCIs will be provided first.

d) Each measurement is an integer value representing the drop rate multiplied by 1E6. The number of measurements is equal to the number of QCIs plus a possible sum value identified by the .sum suffix.

e) The measurement name has the form DRB.PdcpSduDropRateDl.QCI
where QCI identifies the target E-RAB level quality of service class.
f) EUtranCellFDD
EUtranCellTDD

g) Valid for packet switched traffic

h) EPS
4.4.3.3
Average UL PDCP SDU delay

a) This measurement provides the average (arithmetic mean) PDCP SDU delay on the uplink.  The measurement is split into subcounters per E-RAB QoS level (QCI). If there is one or more RNs served in a cell, for that cell the eNodeB performs each measurement separately for packets transmitted between the UEs  and eNodeB and for packets transmitted between the RNs and E-UTRAN. The measurement is also applicable to RNs.
b) DER (n=1)

c) This measurement is obtained according to the definition in 3GPP TS 36.314 [11].
d) Each measurement is an integer value representing the mean delay in ms. The number of measurements is equal to the number of QCIs plus a possible sum value identified by the .sum suffix.

e) The measurement name has the form 
DRB.PdcpSduDelayUl.QCI, which indicates the PDCP SDU delay between the UE and eNodeB (or RN)
DRB.PdcpSduDelayUlRN.QCI, which indicates the PDCP SDU delay between the RN and E-UTRAN. 
where QCI identifies the E-RAB level quality of service class.
f) EUtranCellFDD
EUtranCellTDD

g) Valid for packet switched traffic

h) EPS
4.4.3.4
UL PDCP SDU drop rate

a) This measurement provides the fraction of IP packets (PDCP SDUs) which are dropped on the uplink. Only user-plane traffic (DTCH) is considered. A dropped packet is one whose context is removed from the eNodeB/RN without any part of it having been transmitted on the air interface. Packets discarded during handover are excluded from the count. The measurement is split into subcounters per E-RAB QoS level (QCI).

b) SI

c) This measurement is obtained according to the definition in 3GPP TS 36.314 [11]. Separate counters are maintained for each QCI.  In case only a subset of per QCI measurements is supported, a drop rate subcounter calculated across all QCIs will be provided first.

d) Each measurement is an integer value representing the drop rate multiplied by 1E6. The number of measurements is equal to the number of QCIs plus a possible sum value identified by the .sum suffix.

e) The measurement name has the form DRB.PdcpSduDropRateUl.QCI
where QCI identifies the target E-RAB level quality of service class.
f) EUtranCellFDD
EUtranCellTDD

g) Valid for packet switched traffic

h) EPS
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4.4.5
IP Latency measurements

4.4.5.1
IP Latency in DL, E-RAB level


a) This measurement provides IP Latency in DL on E-RAB level.
b) CC

c) This measurement is obtained by the following formula for E-RABs
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LatTime is obtained by accumulating the time T for E-RABs


[image: image2.wmf][

]

ms

t

t

T

received

data

d

transmitte

volume

data

of

part

first

-

=


The sample of “T” is made for the new arrived IP data block (PDCP SDU) when there is no other prior data to be transmitted to the same UE in the eNodeB/RN .
LatSample is obtained by accumulating the number of Latency samples taken on the E-RAB level
The measurement is split into subcounters per E-RAB QoS level (QCI).
d) Each measurement is an integer value representing the time in ms. The number of measurements is equal to the number of QCIs.

e) The measurement name has the form DRB.IpLateDl.QCI
where QCI identifies the E-RAB level quality of service class.
f) EUtranCellFDD
EUtranCellTDD

g) Valid for packet switched traffic

h) EPS
i) This measurement is to support the Integrity KPI “E-UTRAN IP Latency” defined in [13]
4.4.5.2
IP Latency in UL, E-RAB level


a) This measurement provides IP Latency in UL on E-RAB level.
b) CC

c) This measurement is obtained by the following formula for E-RABs
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LatTime is obtained by accumulating the time T for E-RABs
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The sample of “T” is made for the new arrived IP data block (PDCP SDU) when there is no other prior data to be transmitted to the eNodeB/RN from the UE.
LatSample is obtained by accumulating the number of Latency samples taken on the E-RAB level
The measurement is split into subcounters per E-RAB QoS level (QCI).
d) Each measurement is an integer value representing the time in ms. The number of measurements is equal to the number of QCIs.

e) The measurement name has the form DRB.IpLateUl.QCI
where QCI identifies the E-RAB level quality of service class.
f) EUtranCellFDD
EUtranCellTDD

g) Valid for packet switched traffic

h) EPS
i) This measurement is to support the Integrity KPI “E-UTRAN IP Latency” defined in [13]
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A.5
Monitor of cell level QoS and radio resource utilisation

In an E-UTRAN cell the quality of service achieved is directly influenced by a number of factors, including:

· Loading of users on the cell

· Traffic loading and characteristics

· UE locations and mobility

· RRM policies

· Scheduling

· congestion control

· admission control

· layer 2 protocol configuration

· Mapping of traffic to QCI

· Setting of QoS parameters other than the QCI.

It is very important to be able to monitor the QoS to determine whether the combined effect of these policies, algorithms and external factors is satisfactory. Unsatisfactory QoS may be rectified by adjusting policies and RRM settings, for instance.

Cell bit-rate

A fundamental measure of QoS is the throughput (data rate) of the cell. The total cell throughput measured across all radio bearers gives an indication of the loading and activity in the cell. Adding a per QCI counter allows the loading on the different QCIs to be measured.  For example, if QCI 1 is used exclusively for VoIP then the loading of conversational speech can be directly determined.  Finally, the maximum throughput can indicate to the operator whether there is enough capacity in the network; for example, is the backhaul sufficient.  Separate counters should be configured on the downlink and uplink. Complexity may be reduced by performing the counters at layer 3, giving the ingress bit-rate to the eNB on the downlink and the egress bit-rate from the eNB on the uplink.
Cell throughput includes both User Plane data and Control Plane data. To support the User Plane data, necessary Control Plane data also need to be transmitted. This Control Plane data although required, will not be perceived (felt) by the User. The total cell throughput helps to evaluate the usage of bandwidth and radio resource.
Operators ideally want to see the Control Plane data as small as possible when compared to the User Plane data without compromising on the service.

Hence it is important to monitor the total cell throughput as well as how much is occupied by Control Plane Data.
Number of actives UEs

It is also of interest to determine how many users are enjoying the throughput numbers determined for each QCI.  Therefore, we may count the number of users that are active for each QCI – here active users have data queued pending transmission.  A simple division of the throughput (data rate) of a QCI by the number of active users on the QCI indicates the throughput per user on the QCI.  For example, taking QCI 1 this metric could indicate the typical codec rate being employed in the cell.  Alternatively, for QCI 9 supporting low priority TCP-based traffic it can indicate the typical bandwidth pipe size for a user when he has data to send / receive.

DL packet delay

Latency is of prime concern for some services, particularly conversational services like speech and instant messaging.  A counter is added to measure the mean delay for IP packets incurred within the eNodeB.  Separate counters are provided per QCI which are particularly useful when the QCI is used by very few services and the packet sizes vary little. 
In case of the eNodeB serving one or more RN, the packet delay includes both the internal processing delay at eNB and UE/RN as well as the packet transferring delay on the radio link. As RN UE’s packets need to be transferred via between E-UTRAN snfRN while packets for UEs directly connected to eNB need to pass through only Uu interface, packet delay optimization mechanism may be different for RN UEs and eNB UEs.  Therefore it is beneficial to have measurements on packet delay separately for packets transmitted between the eNodeB and UEs and for packets transmitted between the E-UTRAN and RNs.
UL packet delay

 A counter is added to measure the mean delay for IP packets incurred within the eNodeB.  Separate counters are provided per QCI which are particularly useful when the QCI is used by very few services and the packet sizes vary little. 
In case of the RN connected to the eNodeB, the packet delay includes both the internal processing delay at UE/RN and eNB as well as the packet transferring delay on the radio link. Therefore it is beneficial to have measurements on packet delay separately for packets transmitted between the UEs and eNodeB and for packets transmitted between the RNs and E-UTRAN.

DL packet drop rate

When a cell is heavily loaded congestion can take place. When congestion is not severe. the impact is typically the incurrence of additional delay for non-GBR radio bearers. However, when congestion is severe the eNodeB may be forced to discard packets.  It is important for the operator to have visibility of packet discard so that corrective action can be instigated (for example, by adjusting admission control settings in the network). It is practical to measure packet discards on the downlink.  Packet discards on handover should not be included in the count.

UL packet drop rate

It is important for the operator to have visibility of packet discard so that corrective action can be instigated and it is practical to measure also packet discards on the uplink.  Packet discards on handover should not be included in the count.
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