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3GPP TR 32.842 Study on network management of virtualized networks
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Rationale

The intention is to clarify clause 1 -4 of the draft report as by time the terminology has been understood and agreed. Clarifications of text, editorial corrections and corrections of references have been proposed.
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Proposal

	1st modified section


1
Scope

The present document studies the network management of virtualized 3GPP specified core networks based on the architectural framework in ETSI GS NFV-MAN 001 [2]. It studies the network management of mobile networks that include virtualized core network functions. 

It also identifies the potential impacts on the existing 3GPP management architecture and to propose potential solutions for the network management of fully virtualized networks and mixed networks.
The objectives of this study are:
-
Study the use cases and concepts for the network management of virtualized networks, which are applicable to 3GPP, taking into account the relevant use cases from ETSI.
-
Analyze and classify the network management scenarios when all instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in fully virtualized networks).
-
Identify the requirements for potential solutions for the network management of virtualized networks when all instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in fully virtualized networks).
-
Analyze and classify the network management scenarios when some instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in mixed networks).
-
Identify the requirements for potential solutions for the network management of virtualized networks when some instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in mixed networks). Study whether or not a single management system for mixed networks is required.
-
Identify the potential impacts on the existing 3GPP Management reference model.

-
Analyze the existing 3GPP Management reference model, interfaces, protocols and procedures to determine what can be re-used, adapted or extended, and whether new IRPs are needed for network management of virtualized networks.
-
Propose enhancements or extensions to the 3GPP Management reference model, if an impact is foreseen.
-
If needed, solution(s) for a single management system for mixed networks should be studied.

-
Provide recommendations for the standardization of the network management of fully virtualized networks and mixed networks, based on the result of the analysis and the potentially identified impacts, enhancements or extensions.
Editor’s note: the scope of this TR will be revisited before the study is concluded.
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Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

VNF deployment specific parameters: The parameters, which are needed for instantiating/scaling/terminating a VNF. Generally, they are related to NFVI layer, such as VM parameters, data centre parameters and so on. These parameters are defined by ETSI NFV. 

VNF application specific parameters: The parameters, which are needed for realizing the network element function. These parameters are defined by 3GPP, such as network element name, network element address and so on.
Network Functions Virtualization (see [7])
Network Functions Virtualization Orchestrator (see 5.4.1 of [2])
Network Service (see 6.2 of [2])
Virtualized Infrastructure Manager (see 5.4.3 of [2])

Virtualized Network Function Manager (see 5.4.2 of [2])
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
CAPEX
CAPital EXpenditure
COTS
Commercial Off-The-Shelf
FFS
For Further Study
NFV
Network Functions Virtualization
NFVO
Network Functions Virtualization Orchestrator

NS
Network Service 
OPEX
OPerating EXpense
OSS
Operations Support System
VIM
Virtualized Infrastructure Manager
VNF
Virtualized Network Function 
VNFM
Virtualized Network Function Manager
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Concept and background
4.1
Concept
The following management entities are involved into the management of virtualized network and mixed network.

Domain Manager (DM): provides element management functions and domain management functions for a sub-network which may include network elements with virtualized network functions or non-virtualized network functions or both. Inter-working domain managers provide multi-vendor and multi technology network management functions.

Element Manager (EM): provides a package of end-user functions for management of a set of closely related types of network elements which may include network elements with virtualized network functions or non-virtualized network functions or both. These functions can be divided into two main categories: Element Management Functions and Sub-Network Management Functions. 
Network Element (NE): a discrete telecommunications entity, which can be managed over a specific interface, e.g. the RNC. The NE may contain virtualized or non-virtualized network function.

Network Manager (NM): provides a package of end-user functions with the responsibility for the management of a network which may include network elements with virtualized network functions or non-virtualized network functions or both, mainly as supported by the EM(s) but it may also involve direct access to the Network Elements. All communication with the network is based on open and well-standardized interfaces supporting management of multi-vendor and multi-technology Network Elements.
4.2
Background

The 3GPP system may include a variety of different entities to deliver mobile services (see e.g., Figure 7.3.3.1 of [10]). It is expected that future implementation options for the entities of the 3GPP system include various technologies for virtualization.  Network and service providers make use of different information in several different ways which also may vary from network to network and from time to time. System architectures and technology choices, as well as the availability of off-the-shelf commercial systems and software components that fulfill the requirements established in the present document, may be critical to an operator's implementation of the specified management architecture. Large software systems, such as a network management system, are a capital investment that operators of mobile services cannot afford to replace every time its requirements change. Hence, entities of the 3GPP system that have been implemented with virtualization options should be managed in the same manner as entities implemented with non-virtualization options, to the extent possible. 
The ETSI NFV ISG identified (see section 4 of [11]) six business objectives for NFV:

· Rapid service innovation through software-based deployment and operationalization of network functions and end-end services.

· Improved operational efficiencies resulting from common automation and operating procedures.

· Reduced power usage achieved by migrating workloads and powering down unused hardware. 

· Standardized and open interfaces between network functions and their management entities so that such decoupled network elements can be provided by different players. 

· Greater flexibility in assigning VNFs to hardware.

· Improved capital efficiencies compared with dedicated hardware implementations.
The NFV business objectives for flexibility, operational efficiency and rapid service innovation requires a much more dynamic operating environment than traditional 3GPP operating environment. 
In this dynamic operating environment the performance of the management interfaces is an important factor in delivering these business objectives.  For example, the management interface performance in creation of new instances of 3GPP entities, and their provisioning for operational readiness, are potentially significant factors in achieving the NFV business objectives.
The 3GPP defined VNFs still require some underlying hardware resources. The NFV business objective is that VNFs are procured independently from the hardware resources. This NFV business objective applies whether the entity has been partially virtualized (e.g., via SDN) or completely virtualized (see section 6.4.2 of [12] for further discussion of partial vs complete virtualization). In many cases, the underlying hardware resources are expected to be administered independently from the virtualized entities required for the 3GPP system.  The ETSI NFV ISG has provided a number of use cases [11] illustrating multiple administrations with different types of service models. The default expectation is that the 3GPP defined VNFs would be one of potentially multiple tenants executing on an independently administered infrastructure.
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