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1
Decision/action requested

Approve the pCR.
2
References

[1]
3GPP TR 32.860 V0.7.0 (2015-06) Study on Enhancements of OAM aspects of distributed Self-Organizing Networks (SON) functions

[2]
3GPP TS 36.423: "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); X2 Application Protocol (X2AP)".

3
Rationale

3GPP Distributed SON on Mobility Load Balancing (D-MLB) is currently specified by RAN3 [2].

The TR 32.860 [1] scope is to investigate if D-MLB performance can be improved.

SA5 currently is conducting an email approval to revise a Problem Statement captured in the draft TR 32.860 [1] labelled as “MLB algorithm misalignment” (see subclause 4.2.1.3 of [1]). 
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The proposed revised Problem Statement (captured in S5-154364) is quoted below for ease of reference.
 “

4.2.1.3.1
Problem statement

The following example includes two single cell eNBs from different vendors in which MLB decision algorithms are not aligned and the load is measured using one of metrics defined in TS 32.425 or their derivatives (average, peak etc.). This problem statement is not applicable in case when the distributed MLB is implemented with Composite Available Capacity (CAC) indicator. Then the eNBs exchange correct X2 messages and properly understand each other, but real load balancing may not happen. To make the case stronger, in this example two eNBs are using identical algorithms and only values of configuration parameters of the algorithm are different. The goal of the algorithm is to keep the load of the eNB between L and H (both parameters are part of factory configuration), for which purpose offload to another eNB may be requested. The eNB however avoids requesting offload if the potential offload target is over the threshold L.

-
eNB#1 (vendor #1),  does not accept offload requests when it is loaded over 70% and tries to offload when it is over H1 = 85% 

-
For eNB#2 (vendor #2) these thresholds are L2 = 80% and H2 = 90%. 

It is assumed that eNB#2 evaluates load information received from eNB#1 using its own load threshold i.e. L2. 

Suppose that the eNB#2 is above 90% while the eNB#1 is at 75% which number is communicated to the eNB#2. The eNB#2 will evaluate the received load information by comparison with L2: 75% < L2 = 80% i.e. from the point of view of eNB#2, the eNB#1 is not overloaded therefore must be able to accept offload request. As the load at the eNB#2 goes over H2 = 90%, the eNB#2 will permanently try to offload   however the eNB#1 will be rejecting offload requests. No load balancing actions will happen.

 “

This pCR presents an analysis of the (revised) Problem Statement for inclusion in the TR, in case the (revised) Problem Statement is agreed.
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4.2.1.3.2
Analysis of the problem statement
The goal of the proprietary algorithm under investigation is “to keep the load of the eNB between L and H (values are factory configuration), for which purpose offload to another eNB may be requested”. 

The following Table illustrates the context where problem exists. 

	
	L
	H
	Load is…

	eNB1
	L1= 70
	H1= 85
	75

	eNB2
	L2= 80
	H2= 90
	91


The eNB2 knows (is aware of) the RED values in the Table above. The RED values affect the eNB2 proprietary algorithm behaviour (actions).

One feature of this proprietary algorithm is that an eNB (e.g. the single cell eNB2 as used in Problem Statement) would consider his neighbours (e.g. the eNB1) would have the same L values as that of itself (L2). 

Therefore, when eNB2 a) knows eNB1 loading is 75% and b) eNB2 ‘thinks’ eNB1’s  L1 is the same as eNB2’s, i.e. 80% and c) eNB1’s loading (75%) is less than L2 (80%), eNB2 concludes that eNB1 would accept offload request and start requesting offload. 

As illustrated in the Problem Statement, “the eNB#1 will be rejecting offload requests” because its load (75%) is greater than L1 (70%). This result in the problem: “No load balancing actions will happen”.
Operator, who considers using such proprietary algorithm, knows its behaviour and in particular, knows the risk of “no load balancing actions will happen” situation depicted by the Problem Statement. When operator decides to deploy the said proprietary algorithm with the two factory configured L/H values, operator knows and accepts the risk of “no load balancing actions will happen” on specific loading conditions. If the operator does not want to take such risk, the operator would need to replace this proprietary algorithm. 

The problem is caused by the fact that the factory configured L/H values are not coordinated and results in eNB2 algorithm guessing, wrongly, the eNB1 L value.
This problem will be more common, comparatively speaking, in a single-vendor environment where the algorithms have higher chance to be identical.
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