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Rationale

3.1
New use case Autonomous Load Balancing Optimisation
The following use case should be added to the TR:

· Autonomous Load Balancing Optimisation

In this use case a group of eNodeBs exchanges information about their individual loads and about the signal strength of UEs. Based on this information each eNodeBs in the group decides within an iterative process if UE/s should be handed off to another eNodeB in the group or not in order to achieve a more balanced load situation within the group.

In this context, the network operator is able to manage which eNodeBs should be involved in a load balancing optimisation group, to start/stop the load balancing optimisation, to choose the load balancing optimisation algorithm and to set its parameters.

3.2
Addition to specification level requirements

The following way to specify self-optimization is general way how self-optimization may be specified and should therefore be added to the specification level requirements section of TR 32.816
· Policy Based Self-Optimization

It is very difficult or even impossible to know before-hand what kind of configuration optimization will be needed based on which measurement results. Therefore the network operatos should be provided with means to set-up policies which define based on which measurement results configuration changes or self-optimization processes shall be triggered.

3.3
Removal of use cases 
3.3.1 Removal of generic use case for optimisation

The generic use case for optimisation combines many possible options how and what for self optimization could be done. This was useful as long as no specific use cases existed. But it does not make sense any longer with a number of use cases present now and leads to confusion which of the possible options are really required. Therefore this section should be simply removed.

3.3.2
Removal of use case “Self-configuration and self-optimisation in multiple vendor environment”
This chapter has no exploitable content and is additionally marked FFS. It is proposed to remove it.
3.3.3
Removal of “Automatic installation of NEs”
Section 5.1.5 in TR 32.816 is empty – and the topic is anyway covered by self-configuration. The section should be deleted.
3.4
Separation of self-configuration and -optimisation

The following definition is proposed to draw the line between auto-configuration and self-optimisation. 

“Self-optimisation differs from self-configuration by comprising processes which are performed after the network entity becomes operational in the network. Self-configuration is done when the network entity is not in operational state.” 

This definition should be added to the place where “Self configuration” is mentioned first.
3.5
Classification of self-optimisation use cases

The use cases listed in the current draft are 

· Establishment of new eNodeB in network [proposed to be moved out of this list, see 3.4]
· Optimisation of the neighbourhood list 
· Coverage and capacity optimisation

· Optimisation of parameter due to trouble shooting

· Continuous optimisation due to dynamic changes in the network (like traffic variation)
· Self-configuration and self-optimisation in multiple vendor environment FFS [proposed to be removed out of this list, see 3.3.2]
· Handover Optimisation:

Some of these refer to general tasks with many possible options, some of them are dedicated to very specific items to be optimized, which leads to potential overlaps of the use cases. 
Some use cases differ only in the timely dimension (e.g. almost-real-time, long-term) and should be combined.
Some use cases lead to changes in the same parameters and are only triggered by different events, but are no use cases as such.

We therefore propose to classify the self-optimisation use cases as follows:

[This overview also includes:

· the newly proposed use case, see 3.1

· removal of use cases, see 3.3

· separation of self-configuration and self-optimisation, see 3.4

· removal of “Automatic installation of NEs”, see 3.3.3
· sections 5.1.4ff were moved to the same level as use case “Self organising network”
]
5.1.3
High Level Use Cases
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5.1.4
Scenarios for self-optimisation
This section contains material which needs further refinement to be converted into self-optimisation use cases which could be included into section 5.1.3.1.2 and finally result in specification level requirements
5.1.4.1


Problems identified in the network (formerly “…trouble shooting”)
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Traffic variation 
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5.2
Specification level requirements

5.2.1
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5.2.1.1.
Policy Based Self-Optimization

…
The corresponding chapters in 5.2.4 should be re-ordered analogously. 
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5.1.3.1.1
Establishment of new eNodeB in network

A typical task for operational staff is the introduction of an eNodeB. In the following the scenario for introducing of a macro eNodeB is detailed considering already given definitions concerning self-configuration and self-optimisation functionality in chapter 6.21.1.

Clarification: Self-optimisation differs from self-configuration by comprising processes which are performed after the network entity becomes operational in the network. Self-configuration is done when the network entity is not in operational state.


[image: image1]Figure 1: Introduction of new eNodeB
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Figure 2: Logical procedure to establish new eNodeB (covering both use case 1 and 2). Actions 1 - 4 is representing use case 1.

1) The first step is obviously the planning of a new site based on coverage and capacity requirements. The process can be supported by measurements to indicate coverage or capacity problems in the network (see use case 3). A first initial set of parameters I1 is: location, eNodeB type, antenna type, cell characteristics (sectors), required maximum capacity …

2) After the physical installation of the eNodeB a first initial self test will start with a possible report R1 in case of failure to the net element manager. 

3) In the next step self configuration starts: The eNodeB requests its basic setup information (see figure in 6.21.1): including configuration of IP-address and detection of OAM, authentication of eNodeB, association of a GW, downloading of eNodeB software.

Then as a second part of the self configuration the initial radio configuration I2 will be done: the following data might be provided via the network element manager from the planning tool or another self-configuration related instance:

· cell-id

· pilot sub-tones

· pilot power

· antenna tilt 

· clustering information (e.g. location area, routing area)

· initial sub-tone information

· Neighbourhood list information: cell-ids, IP addresses…

· IP addresses of neighbourhood eNodeBs

· ….

In case any data are missing all parameter should be also derivable from a default value by an auto optimisation and it should be possible to send back this data to the element manager and planning tool.

At the end of the procedure it is necessary to inform the neighbour eNodeBs about the existence of the new eNodeB and to include the new cells in the corresponding neighbourhood list of the neighbouring eNodeBs and to set neighbour specific parameters in these cells.

4) An additional self test like for example a plausibility check of parameter with possible report R2 to the element manager could be done.

5) At the end of the installation the eNodeB is ready for commercial use and a test call can be done successfully.
5.1.3.1.2
Self optimisation of coverage and capacity
A typical operational task is to optimise the network according to coverage and capacity. Planning tools support this task based on theoretical models but for both problems measurements must be derived in the network. Call drop rates give a first indication for areas with insufficient coverage, traffic counters identify capacity problems. 

Following parameters are identified as possibly beneficial to be optimised: 

· sub-tones (sub-tone sets planned for cell borders), 

· antenna tilt, 

· power settings, 

· radio resource management parameters

· …

For a deeper analysis e.g. the detection of the location of these areas detailed measurements are requested.

The current method for solving these problems and determining the correct configuration relies upon special tools to analyse RRM related measurements, interface tracing and drive tests.

For LTE the appropriate measurements, significant statistical base of performance measurements, problem specific measurement configuration and the full support of processing this valuable information shall be supported by 3GPP Telecom Management specifications.
Editor's note: SA5 needs more clarification on sub-tones and is depending on other WGs on this issue.

Editor's note: It should be clarified how RRM measurements can contribute to statistics based optimisation cycle.
5.1.3.1.2.1
Optimisation of the neighbourhood list 
Based on the assumed initial neighbour set a further optimisation of neighbour list (including 2G/3G) is needed considering e.g. radio measurements of eNodeBs and UEs or call events like call drops, handover problems etc.. For this approach RRC connections (calls, signalling procedures) and their accompanying measurements can be used to gather the needed information about neighbours. Known neighbours can be checked if they are really appropriate concerning real RF conditions, new ones can be included based on information about detected cells in UEs. Not forgotten must be the optimisation of parameters in neighbour eNodeB cells.

The following text is one example of neighbour cell list optimization.

Scenario description: Neighbour cell list optimisation

-
Objective: Optimisation of neighbour cell list of self-configuration instance

-
Scheduling: On demand or periodic

-
Input information (all input optional depending on algorithm): 

-
Location of the neighbours (distance),

-
UE measurement reporting or eNodeB radio scanning for neighbours, 

-
Field strength information,

-
Event measurements like cell specific call drops or handover failures

-
NMS/EMS configuration data

-
Planning tool data

-
…

-
Functionality: an algorithm selects the neighbours and/or optimises neighbour related parameterisation based on the input observation 

-
Actions:

-
Establish X2 interface towards neighbour eNodeB (if new)

-
Configuration of optimised neighbour related parameters in both eNodeBs (if any)

-
Expected results: Optimised neighbour cells list and neighbour related parameter. This list and parameter can be sent to the management system for potential statistical collection, acknowledgement or correction.

Example (Informative description):
In operational phase, a further optimisation of neighbour list (including 2G/3G) can be done considering e.g. radio measurements of eNodeBs and UEs or call events like call drops, handover problems etc.. For this approach RRC connections (calls, signalling procedures) and their accompanying measurements can be used to gather the needed information about neighbours. Known neighbours can be checked if they are really appropriate concerning real RF conditions, new ones can be included based on information in UEs about detected cells. 
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Figure 3: Optimisation of neighbour list and related cell parameters
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5.1.3.1.2.2
Autonomous Load Balancing Optimisation
In this use case a group of eNodeBs exchanges information about their individual loads and about the signal strength of UEs. Based on this information each eNodeBs in the group decides within an iterative process if UE/s should be handed off to another eNodeB in the group or not in order to achieve a more balanced load situation within the group.

In this context, the network operator is able to manage which eNodeBs should be involved in a load balancing optimisation group, to start/stop the load balancing optimisation, to choose the load balancing optimisation algorithm and to set its parameters.

5.1.3.1.2.3
Handover Optimisation:

Note: the use case is based on experiences in GSM/UMTS and so only the principles for LTE can be presented due to missing details on handover procedure in LTE.

Scenario description: Optimisation of handover parameter like HO neighbour list, neighbour specific thresholds, margins and hysteretic parameter

· Objective: Description of procedures to optimise a certain HO parameter

· Scheduling: triggered either by network problems related to this parameter or on demand

· Input source (input optional depending on algorithm): 

· HO trigger reasons

· KPIs: cell and neighbour specific HO success/failure rate, cell and neighbour specific Path Loss, Received signal strength and interference measurements before HO events

· In ideal: all measurements can be linked with correct location information

· Planning data like maps, location of cells, theoretical path loss/interference

· Drive test results in proprietary/standardised form

· Traces of interfaces (like Abis, Iub, Iu, A)

· Functionality: Based on input parameter all necessary optimisation is processed:

· With human interaction: analysis of drive tests, traces

· Without human interaction based on pre-configured action reacting on certain triggers: if certain average measurement values fall below certain threshold default configuration patterns can be set

· Without human interaction based on autonomous intelligent actions by network: network finds optimal configuration based on complex procedures

· Actions: 

· Network monitoring 

· Deriving optimised parameter

· Configuration of optimised parameter
· Network monitoring and checking success of re-configuration

· Expected results: optimisation procedures lead to higher HO success rate for certain cell-cell neighbour couple with minimised operational effort
5.1.4
Scenarios for self-optimisation
This section contains material which needs further refinement to be converted into self-optimisation use cases which could be included into section 5.1.3.1.2 and finally result in specification level requirements
5.1.4.1
Problems identified in the network
In a typical workflow performance measurements indicate problems in the network caused by different reasons:

· high call drop rate











HW defects or

· poor Setup Success Rate









SW failures in the network,

· poor average throughput 









user failures

· many others 












wrong or not ideal parameterisation

Analyses of complex problems currently are based on drive test results, accompanied by interface traces. Typically signal strengths, Ec/No values of neighbours, special call events like call drop, handover failures etc. are valuable indications both for optimisation and trouble shooting purpose. In special cases even cell and neighbour individual parameterisation must be found to mitigate problems. Obviously network quality and performance could be improved if such individual optimisation could be done by default for every cell. Further typical configuration failures would be found (if not already avoided by intelligent self-configuration function) like missing or lost neighbours, inappropriate hysteresis values, 2G- and 3G-neighbour related parameter and others.

Generally the optimisation of multiple parameters in a wider network area must be supported by appropriate O&M functionality: the efficient transport of information about status of network elements, their configuration and a smart design to implement self-organising functionality must be a self-evident feature of a LTE system.

5.1.4.2
Traffic variation
Dynamic resource shifting and optimisation leads to better resource utilisation and cost effectiveness considering roaming of customer due to their daily activities. An example: during the day traffic is concentrated more in urban areas but at night there is a shift towards the suburban areas. 

In OFDM the opportunity exists to distribute air interface resources in a dynamic way to optimise on traffic situation or interference situation. Based on statistical measurements of power and interference level for single sub-channels the coordination of sub-channels and dedicated power could be done in a dynamic way. 

Other parameters beside sub-tones seen as beneficial in this area are principally antenna parameters, power settings and radio resource management parameters.

Editor's note: The time granularity of this dynamic procedure can be on a real-time or an off-line basis and must be discussed.

5.1.4.3
Insertion/removal of eNodeB

FFS
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5.1.3.2
Evolution of existing SA5 specifications

A reuse of the existing UMTS management standard solutions will have the following benefits:

· It is proven in operation;

· It will minimise both the standardisation and product development efforts (i.e. the cost and time);

· It provides a base for on which more functionality can be developed (compared with making everything new from the start);

· It will shorten the time to market for LTE and SAE systems;

· It will facilitate a seamless coexistence with UMTS management systems.


5.1.5
Trace in LTE/SAE

The need for trace functionality is the same as for a UMTS system (non LTE/SAE). Scenarios are described in TS 32.421 [2].

A fault can be due to node internal (vendor specific) decision, why it is beneficial to trace vendor specific data as well. To allow for this we need to have the possibility to add vendor specific data to the Equipment trace for LTE. This requires 3 new depth levels. To allow for such data to be recorded in the trace file, vendor specific data should be allowed in the trace file for LTE.
5.1.6
KPIs in LTE/SAE

The following guidelines and principles shall be valid for the LTE KPIs specified in SA5:

a. Measure properties that the operator can control by means of dimensioning and optimisation

b. Measure properties that are of economical value for the operator to improve

c. Focus for the KPIs shall be on End-to-End (E2E) performance and End User Perceived Service performance:

- E2E Service Performance is the combined performance of the network nodes involved in the service delivery and the terminal/terminal equipment.

- End User Perceived Service Performance is how the user of the service perceives the service including the performance of the used terminal.


d. The KPIs shall be well described, including a clear rationale, 
5.1.7
Site Management

Observing the evolution of network infrastructure, it is evident that site (i.e. all the equipment and their links at the site) management is getting complex.   Operators foresee substantial OPEX reduction if site resources such as power, floor space and antenna systems can be efficiently managed for sharing by say GSM BTS, WCDMA RBS, transmission equipment etc.  This view necessitates the modelling of site resources as a subsystem or system.

5.1.8
Fault Management of LTE/SAE

FFS
5.1.9
Configuration Management of LTE/SAE

5.1.9.1
General

The consistent management of handover relationships over different element managers is a tedious task. The Itf-P2P can help in automating these processes. Possible functions include

· Cell data synchronisation: The attributes of external cell objects and the corresponding (master) cell object have to be consistent. Functions on the Itf-P2P can help to configure the attributes consistently and to detect and correct inconsistencies.

· Detection of unidirectional handovers: Most handover relationships are bidirectional. Unidirectional handovers may be due to erroneous configurations. Functions on the Itf-P2P can help to detect unidirectional handovers and to configure the missing handover direction.

5.1.9.2
Pool Management

Each eNodeB may be connected to multiple “SAE NODE”.  The SAE NODEs may be grouped in pool called “SAE NODE Pool” as shown below.  The two dotted lines illustrate the idea that some eNodeB can access members of one Pool while other eNodeBs can access members of another Pool.  The NRM IRP should support such scenario.
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Figure 1: SAE NODE Pool

The eNodeB, operated by one operator can also be connected to SAE NODEs operated by multiple (different) operators.  These operators can organize their SAE NODEs pools as well.  The NRM IRP should also model such scenario.
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Figure 2: SAE NODE Pools in Multi CN operators scenario 

In addition to support the modelling of “SAE Node pool”, the NRM IRP specification should also support the modelling of the “MSC pool' and the ”SGSN pool” scenarios, using identical principle.

5.1.10
Performance Management of LTE/SAE

FFS
	Next Modified Section


5.2
Specification level requirements

5.2.1
General

5.2.1.1
Policy based Self-Optimization
It is very difficult or even impossible to know before-hand what kind of configuration optimization will be needed based on which measurement results. Therefore the network operatos should be provided with means to set-up policies which define based on which measurement results configuration changes or self-optimization processes shall be triggered.
	End of modifications
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