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1
Decision/action requested

SA5 is asked to discuss and agree on a Logical Architecture for Self-Configuration
2
References

32.816 V1.1.1 Study on Management of LTE and SAE
S5-071527 Considerations on a Self-Configuration Architecture
3
Rationale

The business level use case “Establishment of new eNodeB in network” comprises according to Chapter 5.1.3.1.2 of TR 32.816 v1.1.1 the following steps

· Planning of a new site

· Physical installation

· Self-test

· Self-configuration

Each of these steps is in turn supported by a (specification level) use case. This contribution provides a functional decomposition of the self-configuration use case use case. To this end the use case template is used. The material has already been presented at SA5#56 in S5-071527.
The functional decomposition is the first step of the SON Architecture definition procedure.

3
Proposal

It is proposed to add the use case “Self-Configuration of a new eNodeB” to Chapter 5.2 “Specification level requirements”.

A.B.C
Self-Configuration of a new eNodeB

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Put the eNodeB after physical installation into the operational state in an automated manner
	

	Actors and Roles (*)
	Any entity involved in the self-configuration process
	

	Telecom resources
	The LTE / Sae network including its OSS.
	

	Assumptions
	
	

	Pre conditions
	The eNodeB is physically installed and connected to an IP network.
	

	Begins when 
	The field personnal starts the self-configuration process. It is also possible that the process is triggered automatically after the completion of a eNodeB self-test.
	

	Step 1 (M)
	An address is allocated to the new eNodeB.
	

	Step 2 (M)
	Basic information about the transport network environment is provided to the eNodeB. With this information the eNodeB is able to exchange IP packets with other internet hosts.
	

	Step 3 (O)
	Depending on e.g. the eNodeB type and hardware configuration the configuration data (e. g. addresses of OAM/OSS subsystems) to be provided to the node in the next steps may be different. For this reason it may be necessary that the eNodeB provides information about e. g. its type and hardware to the OAM CO_EF server.
	

	Step 4 (M)
	The address(es) of the OAM/OSS (sub)system(s) providing support for the self-configuration process are provided to the eNodeB. For example, it is possible that the software download and the configuration data download are carried out from different servers/subsystems with different addresses. The address is equal to an IP address and a port number.
	

	Step 5 (M)
	The address(es) of the OAM/OSS (sub)system(s) providing support for normal OAM functions after completion of the self-configuration process are provided to the eNodeB. The address is equal to an IP address and a port number.
	

	Step 6 (M)
	The eNodeB connects to the OAM/OSS system providing support for the software download.
	

	Step 7 (M)
	The decision which software or software packages have to be downloaded to the eNodeB is taken.
	

	Step 8 (M)
	The software is downloaded into the eNodeB.
	

	Step 9 (M)
	The eNodeB has to connect to the OAM/OSS system providing support for the configuration data download.
	

	Step 10 (M)
	The (transport and radio) configuration data for the eNodeB has to be made available by either preparing it or making prepared configuratioin data available.
	

	Step 11 (M)
	The (transport and radio) configuration data has to be downloaded into the eNodeB.
	

	Step 12 (M)
	Dependent nodes may have to be updated with new configuration data as well.
	

	Step 13 (M)
	The eNodeB has to connect to the OAM (sub)system(s) providing support for normal OAM functions after completion of the self-configuration process.
	

	Step 14 (M)
	The S1-links have to be set up.
	

	Step 15 (M)
	The X2-links have to be set up.
	

	Step 16 (M)
	The inventory system in the OSS has to be informed that a new eNodeB is in the field.
	

	Ends when (*)
	The inventory notification has been emitted.
	

	Exceptions
	ffs
	

	Post Conditions
	The eNodeB is operational and able to carry traffic.
	

	Traceability (*)
	
	



















































































