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2	Classification of the Work Item and linked work items
2.1	Primary classification
This work item is a … 
	X
	Feature

	
	Building Block

	
	Work Task

	
	Study Item



2.2	Parent and child Work Items 
	Parent and child Work Items 

	Unique ID
	Title
	Nature of relationship

	
	
	



2.3	Other related Work Items and dependencies
	Other related Work Items (if any)

	Unique ID
	Title
	Nature of relationship

	770025
	Virtual Reality Profiles for Streaming Media (VRStream)
	Defining the downlink media profiles and aspects, which this activity will amend by defining an initial set of aligned uplink media profiles

	760037
	Framework for Live Uplink Streaming (FLUS)
	Describing motivations, framework and procedures for live uplink streaming, for which this activity will describe and define an initial set of uplink media profiles 

	770024
	EVS Codec Extension for Immersive Voice and Audio Services (IVAS_Codec)
	Addressing use cases in Rel-16 timeframe that include user generated live and non-live content streaming, also addressing additional features and significantly better quality with increased efficiency than what is proposed here


3	Justification
The Virtual Reality technical report in 3GPP TR 26.918 includes some use cases describing user generated content, identifies gaps regarding UE-generated content in Clause 9.3.1, with recommended objectives in Clause 9.3.2. There is already a growing market for user-generated VR content, using proprietary solutions, which causes market fragmentation. Providing an attractive 3GPP solution could help reduce further market fragmentation, enable 3GPP uplink access optimization for UE-generated VR content, and provide alignment with the 3GPP VR UE consumption described by related work in 3GPP. Most of the gaps and objectives described in TR 26.918 are addressed by the above listed, related work items, but a few identified gaps and partial gaps related to media aspects of user generated content remain to address (extracted verbatim from TR 26.918, Clause 9.3.1, so may not match 1:1 with this work):
-	Methods to inform the media sender about the rendering and output capabilities of the receiving UE.
-	Media encoders and decoders that support the encoding and decoding of the formats.
-	A limited subset of consistent user generated VR content formats for audio and video including their metadata for different use cases.
-	Input audio formats for VR services including UE generated content.
-	Efficient coding of relevant immersive audio input signals that are captured by multiple microphones.
-	Immersive audio encoder and decoder specifications for VR services including UE generated content.
Specifically, media formats and codecs for user generated content and live uplink are not part of existing Rel-15 work. Not even basic 3GPP media profiles for immersive video and audio are available to the Rel-15 FLUS TS 26.238. To address also those gaps, and to provide enablers in 3GPP services for them, a work item defining a basic set of media and protocol enablers for VR user generated content is proposed.
Given the limited time until completion of Rel-15 it is necessary to rely on existing 3GPP media codecs, with small additions to support user generated VR content.
With support of the Study on 3GPP codecs for VR audio (FS_CODVRA) documented in TR 26.918, the proposed work should be a feasible task within the Rel-15 timeframe.
In FS_CODVRA it was concluded:
· The results presented in this report indicate that: (1) FOA enables a user experience for VR exceeding the experience with mono or stereo audio in a statistically significant manner, and (2) there is additionally a statistically significant quality increase with HOA over FOA. 
· The results show further that some existing 3GPP speech/audio codecs are capable of encoding FOA audio with high quality. This suggests that normative work specifying VR services could rely on existing 3GPP codecs at least as short-term solution for enabling the carriage of the VR audio component. 
· By specifying a generic Ambisonics format such as ACN/SN3D and a fixed bit-distribution between the channels the need for additional metadata and SDP parameters would be limited. It could e.g. be that the existing EVS SDP parameters for transport of 4 EVS channels are used and a new SDP parameter implying the ambisonics format is defined. 
· Noting that there are audio rendering and binauralization technologies that already exist outside of 3GPP, end-to-end solutions for the audio component of 3GPP VR services could be enabled in a brief time frame.
· The 3GPP EVS codec can be used to encode super-wideband FOA B-format representations obtaining MUSHRA scores in the “Good” to “Excellent” quality range with increasing quality from 4x24.4 kbit/s to 4x96 kbit/s compared to unencoded FOA. This shows the potential of using the 3GPP EVS codec for FOA-based VR audio services for conversational and streaming use cases.
By building upon the EVS codec, with which also the future IVAS solution will provide interoperability, the envisioned Rel-15 framework will be a point of backward interoperability for the Rel-16 IVAS solution. It is therefore strongly recommended to base the solution upon the EVS codec to avoid competing solutions within 3GPP and avoid further market fragmentation, while providing 3GPP enablers for the growing VR market. 
4	Objectives
The overall objective of this work item is to define a basic set of relevant media and protocol enablers for user generated content addressing the corresponding set of VR use cases documented in TR 26.918, aligning with already existing 3GPP Rel-15 and already started Rel-16 work around VR streaming and live uplink.
The work item shall define a basic media profile handling FOA audio and UHD (4K) video content with the following objectives:
· address the objectives for the use cases on VR user generated content in TR 26.918, clause 5.10,
· specify an audio profile based on multi-mono EVS coding, supporting planar (3-channel) and full 3D (4-channel) first-order ambisonics (FOA) formats
· specify a video profile based on viewport-independent H.264 high or constrained high profile at a level supporting UHD (4K) content
· define metadata needed for rendering the above audio and video profiles, and suggest methods to carry such metadata,
· describe methods to inform the media sender about the receiver capabilities
· specify the corresponding media profiles for downlink streaming of the user generated content (based on the progress of the VRStream work item).
5	Expected Output and Time scale
	New specifications {One line per specification. Create/delete lines as needed}

	Type 
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	Title
	For info 
at TSG# 
	For approval at TSG#
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	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks

	TS 26.118
	Amendment to support a basic set of media enablers for user generated content
	SA#80
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