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4.3.4.2
Survey of existing spatial audio formats

ETSI TS 103 190

The Digital Audio Compression system defined in ETSI TS 103 190-2 also known as AC-4 [17], is an audio codec which enables the delivery of immersive experiences for a wide range of use cases including broadcast, OTT and Virtual Reality. AC-4 allows the flexible use of objects, channels and scene-based audio. AC-4 does not contain a renderer; itprovides audio for further rendering into different playback environments (e.g. binaural, headphones, speakers). For VR use cases AC-4 natively supports coding of audio to enable movement along 3 degrees of freedom, and as well 6 degrees of freedom when object audio is used.
6
Media formats for VR
6.1
Video formats

[Ed Note: Placeholder for documenting existing formats and also capturing potential video formats performance requirements]
6.2
Audio formats

6.2.1
Introduction
As discussed in clause 4.3 Audio Systems, VR audio systems require the delivery of a feeling of immersion in the virtual environment. Audio formats supporting VR need to render a spatial audio impression that corresponds to the virtual environment where the listener is immersed. Possible audio formats to deliver spatial audio include channel-based audio (CBA), object-based audio (OBA) and scene-based audio formats (SBA). A combination of those formats (e.g. scene-based audio augmented with objects) may also be of interest for certain use cases.

6.2.2
Data exchange for Scene-Based Audio formats

For a successful transmission and reception of Scene-Based audio content, the sending and receiving parties need to be aware of the format being used for the data exchange. In case of Ambisonics and Higher-Order Ambisonics, different possibilities exist for choices of Spherical Harmonics Component Ordering and Normalization.

Spherical Component Ordering Conventions 

[Editor’s note]: populate this section with a description for each format
· Furse-Malham higher-order format (FuMa) 

· [Editor’s note]: see http://www.york.ac.uk/inst/mustech/3d_audio/higher_order_ambisonics.pdf

· Single Index Designation (SID)
· [Editor’s note]: Jerome Daniel, Spatial Sound Encoding Including Near Field Effect: Introducing Distance Coding Filters and a Viable, New Ambisonic Format, 23rd AES Conference, Copenhagen 2003, p. 13

· Ambisonic Channel Number (ACN) (used in AmbiX)

· [Editor’s note]: Michael Chapman et al., A standard for interchange of Ambisonic signal sets, Ambisonics Symposium, Graz 2009

Spherical Component Normalization Conventions 

· maxN

· [Editor’s note]: see http://www.york.ac.uk/inst/mustech/3d_audio/higher_order_ambisonics.pdf
· SN3D (used in AmbiX)

· [Editor’s note]: see e.g. Christian Nachbar, Franz Zotter, Etienne Deleflie, and Alois Sontacchi: AmbiX - A Suggested Ambisonics Format Ambisonics Symposium 2011, Lexington (KY) 2011

· N3D

6.2.3
Audio quality evaluation of scene-based formats

6.2.3.1
Introduction
For a successful deployment of VR, audio formats should deliver a high Quality of Experience. One goal of these systems is to bring a sense of presence to the consumers [18]. Presence is defined as a cognitive state, the (psychological) feeling of being in the virtual environment [19,20]. The physical interfaces involved in VR, and extreme demands on video system performance, often pose practical limitations for the evaluation of presence. Therefore, other criteria have also been proposed in the literature. For example, plausibility has been defined as “a simulation in agreement with the listener’s expectation towards an equivalent real acoustic event.” [21]

Regardless of the definition one chooses to adopt, from an audio perspective, either presence or plausibility demand systems that can deliver, at a minimum (adapted from [21]):

(1) A low motion to sound latency, below the detection threshold with seamless adaptation of the audio scene as a function of the user’s head motion for at least 3DOF.

(2) Binaural sound reproduction with undistorted magnitude and phase frequency responses, ideally compensated for the individual listener

(3) Stable and accurate sound localization properties in an omnidirectional space and, 

(4) Transparent or near-transparent audio quality.

By taking advantage of low-level psycho-physical characteristics, VR systems and omnidirectional videos can make the user believe that they are somewhere else and/or somebody else. This is achieved by presenting audio-visual realities and allowing the user to naturally interact with it. If the technology is not capable of delivering a neurologically convincing audio-visual experience, the sense of presence and immersion breaks down and sensory sickness may even occur.
To better understand the impact of the four quality prongs identified above, and other quality aspects of VR scene-based audio within the 3GPP context, this sub-clause collects results of listening tests and other perceptual experiments.
6.2.3.2
Report of one ITU-R BS.1534-3 binaural listening test for basic audio quality of encoded scene-based audio content with non-individualized HRTF and non-equalized headphones

Introduction and Test Method

ITU-R recommends that the “testing, evaluation and reporting procedures given in ITU-R BS.1534-3 [22] be used for the subjective assessment of intermediate audio quality.” ITU-R BS.1534-3 has also been previously used in other standardization activities pertaining to spatial audio coding such as the MPEG-H standardization. To provide an understanding of what quality levels can be achieved for scene-based audio content at reduced bit-rates, a test per ITU-R BS.1534-3 was conducted with a few scene-based audio encoding solutions.

In this experiment, 3 different coding solutions at various bit-rates were tested with 13 different HOA test materials of HOA order 3 (i.e., 16 coefficient channels). One of the solutions is the HE-AACv2 codec used to encode stereo pairs, a 2nd solution is the MPEG-H Low Complexity profile, and a third coding solution was included in the test to diversify the MUSHRA experiment (not relevant for 3GPP analysis purposes). These solutions are scored against the HOA reference signal (PCM).

The experimental design was such that all listeners listened to all test conditions for each system under test.

The testing methodology introduces distortions and localization errors associated with: (1) the limited speaker layout channel count in the renderer, (2) the differences between the single HRTF used and the assessor’s individual HRTF and, (3) distortions in the headphone frequency response. Especially in the practically relevant case when using non-individualized HRTF and non-equalized headphones, spectral colouring distortions and more or less severe localization errors are frequently observed. Note that the testing methodology does not include any measure of absolute spatial accuracy. The test conditions were simply compared to the reference condition and all used the same non-individualised HRTF, with no indication of the “correct” spatial position. A testing methodology that would alleviate this problem should be ffs and may include presentation over loudspeakers and/or use of individualized HRTFs.

Test Materials

The test materials included thirteen different signals covering a range of audio content typical of broadcasts such as vocals, orchestra music, nature sounds, etc. Each of the five different coding solutions was tested with each of the thirteen different signals.
Listening conditions

For presentation, all test material was rendered to a 22.2 speaker layout (CICP 13) and binauralized. The binauralized stimuli were presented over headphones to the participants. No individualized HRTF or headphone compensation were used in this test and this may affect the absolute quality of the samples. No head-tracking was used in this test.
Presentation interface

The ARL STEP software was used for presentation of the samples and collection of results.

Attributes

Participants were asked to consider all perceptual differences between the systems under test and the reference signal when scoring the basic audio quality.

Assessors

The participants were all members of Qualcomm Advanced Tech R&D group and familiar with critical listening and audio quality evaluation. Post-screening of assessors was per ITU-R BS.1534-3 section 4.1.2 and all assessors passed post-screening.

Size of listening panel


The listening panel contained eight assessors.

Systems under test

Higher Order Ambisonics test items truncated to 3rd Order Ambisonics (i.e., 16 HOA coefficients) were used in the test. Relevant systems under test are listed on Table 6.1. 
	System under Test
	Bitrate / condition

	Hidden Reference 
	original test items

	LP35
	Anchor 3.5 kHz lowpass

	System A (undisclosed)
	600 kbps

	MPEG-H LC profile
	256 kbps

	HE-AACv2 (FDK-AAC)
	256 kbps


Table 6.1: Systems under test

· The Hidden Reference provides a baseline for the basic audio quality without the encoding/decoding process.

· For a baseline of the audio quality level obtained by using an existing 3GPP stereo audio coder (eAAC+) in stereo pairs, the HE-AAC_v2 encoder (FDK-AAC) was configured as 8 stereo encoding instances using channel-pair elements (CPE) each with a target bitrate of 32 kbps (256/8 kbps). At this bit rate the HE-AACv2 codec insufficiently encodes phase relationships of signal pairs and, therefore, this configuration is unsuitable for coding of HOA audio. Note that the FDK-AAC encoder may be different than the eAAC+ encoder version in 3GPP, and different quality trade-offs may be obtained by reducing the number of CPE and increasing the target bitrate per stereo pair

· Finally, for a baseline of the performance of an existing spatial audio coding solution at similar bit-rates, the MPEG-H Low complexity profile at 256 kbps was used to encode the HOA coefficients.

· System A (undisclosed) is a third coding solution that was included in the test for diversifying the MUSHRA test but not relevant for the 3GPP context.

· Note that these systems are not designed for conversational services and have delays that may be too high for certain 3GPP VR use cases.

All HOA coefficients were assigned to the encoder in the order of the Ambisonics Channel Numbering (ACN) scheme. To avoid potential clipping in the FDK-AAC encoder, the HOA coefficients were normalized per the SN3D normalization scheme prior encoding and rescaled after decoding. 
Results
Figure 6.1 visualizes the absolute scores per test item and system under test. Table 6.2 further summarizes the results across all test items.
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Figure 6.1: Absolute score and 95% CI of basic audio listening test
	System
	High
	Low
	Mean

	Sys A @ 600 kbps
	91.46
	87.29
	89.37

	MPEG-H @ 256 kbps
	88.33
	83.17
	85.75

	HE-AAC_v2 @ 256 kbps
	61.96
	52.45
	57.21

	LP35
	15.47
	11.25
	13.36

	Hidden Reference
	99.84
	99.06
	99.45


Table 6.2: Summary of Average Scores

Observations

The following observations are made from the results:

1. For 3rd order Ambisonics encoded with HE-AACv2 at 256kbps, the basic audio quality scores averaged across all test conditions is within the Fair range (40-60 MUSHRA points). Coding HOA natively with HE-AACv2 is not going to deliver good results at such low bit rates.
2. For 3rd order Ambisonics encoded with MPEG-H LC profile at 256 kbps, the basic audio quality scores averaged across all test conditions is within the Excellent range (80-100 MUSHRA points). Broadcast audio quality is met at 80 MUSHRA points which should also represent the minimum level of performance needed for VR broadcast applications.

3. A statistically significant difference exists between MPEG-H at 256kbps and HE-AACv2 at 256kbps when used to encode 8 stereo pairs. This result highlights the importance of leveraging spatial audio coding techniques to reduce bit rate in scene-based audio coding applications.

4. The observed quality scores are only applicable to the specific rendering and binauralisation processes used and the conclusiveness of the results is limited by the distortions or localization errors associated with these processes. 

6.2.3.3
Report of one ITU-R BS.1534-3 binaural listening test for Localization quality of synthetic scene-based audio content with non-individualized HRTF and non-equalized headphones.

Introduction and Test Method

ITU-R recommends that the “testing, evaluation and reporting procedures given in ITU-R BS.1534-3 [22] be used for the subjective assessment of intermediate audio quality.” ITU-R BS.1534-3 has also been previously used in other standardization activities pertaining to spatial audio coding such as the MPEG-H standardization. To provide an understanding of what localization quality levels can be achieved for scene-based audio content at different Ambisonics orders, a test per ITU-R BS.1534-3 was conducted comparing 1st, 2nd, 3rd and 6th order Ambisonics.

In this experiment, six different synthetic materials (i.e. created through spatially mixing monaural sound recordings into Higher Order Ambisonics coefficients) were used. The reference signals were 6th order Ambisonics contents. Lower order Ambisonics test material were created by truncating the spherical harmonics sound field decomposition into 3rd order, 2nd order and 1st order Ambisonics. All test material was PCM 32bit floating point 48kHz. 

The experimental design was such that all listeners listened to all test conditions for each system under test.

It is important to note that this procedure for generating content represents a condition that is quite distinct from the more common practical scenario of capturing Ambisonics content with a microphone array. Separate tests are needed to cover that space and different results can be expected.

The testing methodology introduces distortions and localization errors associated with: (1) the limited speaker layout channel count in the renderer, (2) the differences between the single HRTF used and the assessor’s individual HRTF and, (3) distortions in the headphone frequency response. Especially in the practically relevant case when using non-individualized HRTF, spectral colouring distortions and more or less severe localization errors are frequently observed. Note that the testing methodology does not include any measure of absolute spatial accuracy. The test conditions were simply compared to the reference condition and all used the same non-individualized HRTF, with no indication of the intended spatial position. A testing methodology that would alleviate these problems should be for further study.
Test Materials

The test materials included six different sound scenes. Four of the sound scenes are from Bertet et al. [23], including three and four-party audio meetings, a kitchen and a classroom. These sound scenes are described in [23]. The two other sources include nature sounds and a movie trailer. Each of the five different Ambisonics solutions were tested with each of the six different sound scenes.
Listening conditions

For presentation, all test material was rendered to a 22.2 speaker layout (CICP 13) and binauralized. The binauralized stimuli were presented over headphones to the participants. No individualized HRTF, headphone compensation or head-tracking were used in this test. 

Note that the lack of individualized HRTF and headphone compensation may have impaired the localization capability. This aspect is to be covered in further studies.
Presentation interface

The ARL STEP software was used for presentation of the samples and collection of results.

Attributes

Participants were asked to consider the localization of all directional sound sources by comparing the systems under test and the reference signal when scoring the localization quality.

Assessors

The participants were all members of Qualcomm Advanced Tech R&D group and familiar with critical listening and audio quality evaluation. Post-screening of assessors was per ITU-R BS.1534-3 section 4.1.2 and two of the assessors were removed following post-screening.

Size of listening panel


The listening panel contained eleven assessors. Two assessors were removed following post-screening procedures.

Systems under test

Higher Order Ambisonics test items truncated to 3rd order (i.e., 16 HOA coefficients), 2nd order (i.e., 9 HOA coefficients) and 1st order (i.e., 4 HOA coefficients) were used in the test. In addition, 6th order (i.e. 49 HOA coefficients) test items were used as both reference and hidden reference signals. Relevant systems under test are listed on Table 6.3. 
	System under Test
	Bitrate / condition

	Hidden Reference
	Binauralized PCM 32-bit 48kHz original test items (6th order HOA)

	LP35
	Anchor 3.5 kHz lowpass

	FOA
	Binauralized original test items truncated to 1st order Ambisonics

	2nd order
	Binauralized original test items truncated to 2nd order Ambisonics

	3rd order
	Binauralized original test items truncated to 3rd order Ambisonics


Table 6.3: Systems under test
Results
Figure 6.2 visualizes the absolute scores per test item and system under test. Table 6.4 further summarizes the results across all test items.
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Figure 6.2: Absolute score and 95% CI of localization listening test
	System
	High
	Low
	Mean

	3rd order
	90.11
	75.55
	85.31

	2nd order
	74.33
	67.67
	70.26

	1st order
	53.89
	45.22
	49.87

	LP35
	14.33
	11.11
	12.47

	Hidden Reference
	100
	98.89
	99.81


Table 6.4: Summary of Average Scores

Observations

The following observations are made from the results:

1. For 3rd order Ambisonics, the localization quality scores averaged across all test conditions is within the Excellent range (80-100 MUSHRA points). However, for one of the test items (item 04 – kitchen), the mean localization quality is within the Good range (60-80 MUSHRA points). 

2. For 2nd order Ambisonics, the localization quality scores averaged across all test conditions and the mean of each test condition is within the Good range (60-80 MUSHRA points). 
3. For 1st order Ambisonics, the localization quality scores averaged across all test conditions and the mean of each test condition is within the Fair range (40-60 MUSHRA points).

4. There is a statistically significant difference between the hidden reference (6th order) and the 3rd order HOA contents, indicating that benefits for synthetic content can still be achieved beyond 3rd order.

5. These localization quality scores are only applicable to the specific rendering and binauralization processes used and the conclusiveness of the results is limited by the distortions or localization errors associated with these processes. In addition, the scores are for uncoded audio material and do not consider additional artifacts introduced by coding. For practical 3GPP applications, audio bit-rate compression will be necessary and the absolute quality scores will differ.
6.2.3.4

Test of the ISO/IEC 23008-3 MPEG-H 3D Audio scene based coding scheme 

The MPEG-H verification test report provides details on four listening tests that were conducted to assess the performance of the Low Complexity (LC) Profile of MPEG-H 3D Audio. 

6.2.4
Audio quality evaluation of object-based formats

6.2.4.1
Introduction 
Immersive audio experiences (3D audio) are an important element of next-generation audio entertainment systems.  This section describes the evaluation of object-based audio formats.

6.2.4.2
Test of the AC-4 object-based coding scheme
A test has been conducted to analyse the coding efficiency of object-based audio coding with AC-4 as defined in ETSI TS 103190-2 [17]. A report describing a test system, the content under test, and the results of the experiment has been published by means of the Audio Engineering Society Convention Paper #9587, “Immersive Audio Delivery Using Joint Object Coding”, presented at the 140th AES Convention 2016 June 4–7, Paris, France [18].
A 7.1.4 immersive speaker-based rendering system was chosen for evaluation of the object-based coding efficiency of the AC-4 system. Using this rendering scheme avoids the challenges with subjective or objective assessment of HRTF rendering. 
This methodology has limitations related to the assessment of the rendering to VR use cases. For instance, the results do not include any potentially related quality degradation imposed by HRTF rendering. The choice for this rendering system enables the assessment of the coding efficiency of the object based coding scheme. 
Note:
 AC-4 is designed for unidirectional media delivery and has not been evaluated in any other context, and is thus expected to be unsuitable for conversational applications.
9
Gap Analysis, Recommended Objectives and Candidate solutions for VR Use Cases
9.1
Introduction

The relevant use cases described in the TR 26.918 can be broadly grouped into the following categories

· UE consumption of managed and third-party VR content:  

· 5.2

Event broadcast/multicast use cases
· 5.3

VR streaming

· 5.4

Distributing 360 A/V content library in 3GPP
· 5.5

Live services consumed on HMD

· 5.7

Cinematic VR

· VR services including UE-generated content:
· 5.6

Social TV and VR (note that for this use case, a detailed architectural decomposition still has to be done)
· 5.8

Learning application use cases

· 5.9

VR calls use cases
· 5.10
User generated VR use cases

· 5.11
Communications in Virtual Worlds

9.2
UE consumption of managed and third-party VR content
9.2.1
Gap Analysis

The use case may be implemented using a service architecture as introduced in clause 4.4.2. In this case, the delivery may use progressive download, DASH-based streaming or DASH-over-MBMS for encapsulation and delivery.

Based on the architecture in Figure 2.24, a system as above requires to define the following components:

· Original content formats on interface B
· For audio that can be used by a 3D audio encoding engine
· For video that can be used by preprocessing and image/video encoding
· Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video encoding engines
· Encapsulation of the media format tracks to ISO file format together, adding sufficient information on to decode and render the VR content. the information may be on codec level, file format level, or both.
· Delivery of the formats through regular download, DASH delivery and DASH over MBMS delivery
· Static and dynamic capabilities and environment data that is collected from VR application and the VR platform. This includes decoding and rendering capabilities, as well as sensoring data.
· Media decoders that support the decoding of the formats delivered to the receiver.
· In case decoding and rendering are not performed in an integrated block (decoder/renderer), information for audio and video rendering present the information on the VR display and rendering environments.

Based on the considerations above, to support the use case, the following functions are missing in the current 3GPP specification:

· Consistent content contribution formats for audio and video for 360/3D AV applications including their metadata. This aspect may be informative and may be considered outside the scope of 3GPP, but there should at the minimum an assumption on these formats.
· Efficient encoding of 360 video content. In the initial versions, this encoding is split in two steps, namely a projection mapping from 360 video to 2D (projection mapping) and a regular video encoding. In order to address the latter, high-end video decoding platforms should be targeted. The TV video profile codecs in TS26.116 [add reference] may fulfill the requirements. In an extension to basic encoding, viewport specific encoding may be considered. This may for example be supported by the use of specific projection maps or tile-based encoding. This aspect is considered as an optimization rather than essential feature. In addition, the appropriate encoding of metadata to use used by the display/rendering, is necessary. Typically SEI messages are defined to support the rendering. 
· Efficient encoding of 3D audio.
· Encapsulation of VR media into a file format for download delivery. This requires extensions to the 3GP file format
· Providing the relevant enablers for DASH delivery of VR experiences based on the encoding and encapsulation.
· Providing the necessary capabilities for static and dynamic consumption of the encoded and delivered experiences in the Internet media type and the DASH MPD.
· A reference client architecture that provides the signalling and processing steps for download delivery as well as DASH delivery as well as the interfaces between the VR service platform, the VR application (e.g. sensors), and the VR rendering system (displays, GPU, loudspeakers)
· Decoding requirements for the defined 360 video formats
· Decoding requirements for the defined 3D audio formats
· Possibly rendering requirements or recommendations for the above formats, for both separate and integrated decoding/rendering
9.2.2
Recommended Objectives

The following terms are used in the following:

· Media Profile: file format track, including elementary stream constraints for a specific media type enabling a VR component

· Presentation Profile: Combination of different tools, including audio and video media profile, to provide a full VR Experience

· ISO BMFF Profile: The inclusion of a presentation profile into to an ISO BMFF file to provide a full VR Experience

· DASH Profile: Mapping of media to a DASH Media Presentation
Based on the discussion and the use case above, the following requirements are derived for a solution addressing the use case in clause 5.4.

General

1. The solution is expected to provide for interoperable exchange of VR360 content.

2. The solution is expected to avoid multiple tools for the same functionality to reduce implementation burden and improve interoperability.

3. The solution is expected to enable good quality and performance.
4. The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.
5. The solution is expected to enable full interoperability between services/content and UEs/clients.

5.1. The solution is expected a very low number of fully specified interoperability points that include what is traditionally known as Profile and Level information. 

5.2. Interoperability points addressing a Media Profile file format constraints, elementary stream constraints and rendering information.
5.3. Interoperability points is expected to address a Presentation Profile for a full VR experience including different media, enabling their temporal synchronization and spatial alignment

5.4. The solution is expected to define at least one media profile for audio.
5.5. The solution is expected to define at least one media profile for video.
5.6. The solution is expected to define at least one presentation profile that includes one audio and one video media profile.
6. The solution is recommended to take into account the capabilities of high quality devices such as HMDs that are on the market today or that are on the market by the time the specification is published. 

7. The solution is expected to support the representation, storage, delivery and rendering of:
7.1. Omnidirectional (up to 360° spherical) coded image/video (monoscopic and stereoscopic) with 3 DoF
7.2. 3D audio

8. The solution is expected to work with existing 3GPP PSS and MBMS storage and delivery formats
9. The solution is expected to support temporal synchronization and spatial alignment between different media types, in particular between audio and video.
10. The solution is expected to enable applications to use hardware-supported or pre-installed independently manufactured decoders and renderers through defined conformance points.
11. The solution is expected to support viewport-dependent processing (this may include delivery, decoding and rendering). 
12. The solution is expected to support at least one Presentation Profile that requires support for neither viewport-dependent delivery nor viewport-dependent decoding.

Note: it is obvious that there will be viewport-dependent rendering, both for visual and audio components

Delivery

13. The Specification is expected to support the following methods of distribution:

13.1. Download and Progressive Download as defined in PSS based on HTTP and the 3GP/ISO BMFF file format

13.2. Download Delivery as defined in MBMS using the 3GP/ISO BMFF file format

13.3. DASH-based streaming as defined in PSS

13.4. MBMS-over-DASH based distribution

Visual 

14. The solution is expected to enable content exchange with high visual perceptual quality. 

15. The solution is expected to support distribution of full panorama resolutions up to 4K to decoders capable of decoding only up to 4K@60fps

16. The solution may support distribution of full panorama resolutions beyond 4K (e.g. 8K, 12K), to decoders capable of decoding only up to 4K@60fps, if sufficient interoperability can be achieved.
17. The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
18. The solution is expected to support encoding of equirectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner. 

Audio 

19. An audio media profile is expected to: 

19.1. support sound quality adequate for entertainment/broadcast (assessed by subjective testing, for example a scale of Excellent with ITU-R BS.1534)
19.2. support binauralization and immersive rendering with sufficiently low motion-to-sound latency

19.3. support 3D Audio distribution, decoding & rendering.

19.4. support immersive content, e.g. higher order Ambisonics,

19.5. support a combination of diegetic and non-diegetic content sources. 

19.6. be capable to ingest and carry all content types:
19.6.1. audio channels,
19.6.2. audio objects, 
19.6.3. scene-based audio,
19.6.4. and combinations of the above.

19.7. be able to carry dynamic meta-data for combining, presenting and rendering all content types.

Security

20. The solution is expected to not preclude: 

20.1. solution and rendering to support secure media pipelines 
20.2. Efficient distribution for multiple DRM systems (e.g. using common encryption)

9.2.3
Candidate Solutions

9.2.3.1
Summary

MPEG initiated work for media and presentation profiles called OMAF (Omnidirectional MediA Format) [35]. 
A candidate solution for the use case, addressing the recommended objective above is the “OMAF Baseline Viewport-Independent Presentation Profile”. This profile includes two media profiles:

· OMAF 3D Audio Baseline Media Profile
· Viewport-Independent baseline media profile
Spatial alignment and temporal synchronization is provided by the integration into the ISO BMFF file format and/or a DASH Media Presentation.

To address extended use cases, also the “HEVC viewport dependent baseline media profile” may be considered.

In the following, a summary of each of those media profiles referenced above is provided. For details, please refer to the expected LS from MPEG.

If 3GPP considers the use of OMAF Presentation Profiles based on other codecs, media profiles for these codecs must be defined either in 3GPP or other organizations.

9.2.3.2
OMAF 3D Audio Baseline Profile
This media profile fulfills requirements to support 3D audio. Channels, objects and Higher-Order Ambisonics is supported, as well as combinations of those. The profile is based on MPEG-H 3D Audio [36].

Note:
 MPEG-H 3D audio is designed for unidirectional media delivery and has not been evaluated in any other context, and is thus expected to be unsuitable for conversational applications.
MPEG-H 3D Audio [XX] specifies coding of immersive audio material and the storage of the coded representation in a ISO Base Media File Format (ISOBMFF) track. The MPEG-H 3D Audio decoder has a constant latency, see Table 1 — “MPEG-H 3DA functional blocks, internal processing domain and delay numbers” of [3DA].  With this information, content authors can synchronize audio and video portions of a media presentation, e.g. ensuring lip-synch.  When orientation sensor inputs (i.e. pitch, yaw, roll) of an MPEG-H 3D Audio decoder change, there will be some algorithmic and implementation latency (perhaps tens of ms) between user head movement and the desired sound field orientation. This latency will not impact audio/visual synchronization (i.e. lip synch), but only represents the lag of the rendered sound field with respect to the user head orientation.

MPEG-H 3D Audio specifies methods for binauralizing the presentation of immersive content for playback via headphones, as is needed for 360 Media VR presentations. MPEG-H 3D Audio specifies a normative interface for the user’s orientation, as Pitch, Yaw, Roll, and 3D Audio technology permits low-complexity, low-latency rendering of the audio scene to any user orientation.

9.2.3.3
Viewport-Independent baseline media profile

This media profile fulfills basic requirements to support omnidirectional video. Both monoscopic and stereoscopic video is supported. The profile does neither require viewport dependent decoding nor viewpoint dependent delivery. The profile also minimizes the options for basic interoperability. The profile requires clients to support 

· HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of
· Equirectangular projection maps
· Frame-packing using either SbS or TaB to support stereoscopic video
· Simple extensions to the ISO file format (based on OMAF) to signal projection maps and frame-packing
· Mapping to DASH by using CMAF media profile constraints for HEVC and a restricted amount of signalling 
9.2.3.4
Viewport-Dependent baseline media profile

This media profile enables viewport-dependent delivery and decoding based on HEVC Main 10 profile, Main tier, Level 5.1.
The profile requires clients to support 

· HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of
· Equirectangular projection maps
· Frame-packing using either SbS or TaB to support stereoscopic video
· Advanced extensions to the ISO file format (based on OMAF) to signal projection maps, frame-packing, region-wise packing, tiling, extractors and viewport-adaptation
· Mapping to DASH using Preselection to signal different viewport.
9.2.3.5
Audio Candidate Solutions

Existing 3GPP conversational and non-conversational audio codecs represent obvious candidate solutions for the audio component of the 3GPP VR solution but this report also lists other proposed audio codec candidate solutions, e.g. MPEG-H, ETSI TS 103 190-2 [17], that may be considered for the various VR use cases. Further potential solutions may be developed in corresponding work items. Where audio codec candidate solutions are not already part of OMAF, and in case OMAF should be adopted as the basis for 3GPP VR solutions, their integration into a 3GPP VR Presentation to create immersive experiences, potentially reusing concepts defined in OMAF, are for further study. This should include aspects like media profile definition, temporal synchronization, spatial alignment, etc.
9.3
VR services including UE generated content 
9.3.1
Gap Analysis

For the use cases of VR services including UE generated content the following gaps are identified in the current 3GPP specifications.

· General

· A reference end-to-end architecture that provides signalling and processing steps for real-time delivery as well as the interfaces between the UEs and network nodes.

· Delivery of the formats through appropriate protocols and mechanisms.
· Client architecture includes the interfaces to sensors, the VR rendering system (e.g. displays, headphones), and audio and video capturing

· Performance and quality requirements and design constraints for the coding and rendering of 360° video and immersive audio 
· Static and dynamic capabilities and environment data that is collected from VR application and the VR platform. This includes decoding and rendering capabilities, as well as sensor data.

· In addition, the appropriate provisioning of metadata to describe the spatial content that can be used by the display/rendering, is necessary. 

· Decoding of the formats and metadata delivered to the receiver

· Methods to inform the media sender about the rendering and output capabilities of the receiving UE.

· Encapsulation of the media formats for real-time transport, live upload or storage, adding sufficient information to describe, decode and/or render the VR content. 
· Media encoders and decoders that support the encoding and decoding of the formats 

· A limited subset of consistent user generated VR content formats for audio and video including their metadata for different use cases

· For Video: 

· Video formats for 360˚ video
· Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video encoding engines

· In an extension to basic encoding, viewport specific encoding may be considered for certain use cases (in particular in one-to-one communication), whereas for other use cases highest quality of a non-viewport dependent quality is necessary (one-to-many).  

· Efficient encoding and decoding of 360˚ video content, adapted to the use case.
· For Audio 

· Input audio formats for VR services including UE generated content.

· Efficient coding of relevant immersive audio input signals that are captured by multiple microphones.

· Immersive audio encoder and decoder specifications for VR services including UE generated content.
· Immersive rendering of audio signals for different playback scenarios considering sensor data
9.3.2
Recommended Objectives
Based on the above identified gaps, the solution for services including UE generated content should meet the following objectives.

General
· The solution is expected to provide interoperability between different types of 3GPP VR UEs (mobile terminals, high-end IOT devices, surveillance cameras), network nodes for new VR services and existing services.
· The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.
· The solution is expected to enable temporal synchronization and spatial alignment of audio and video.

· The solution is expected to enable sufficiently low algorithmic delay for conversational VR use cases

· The solution is expected to support a wide bitrate range to allow for operating under different and varying channel and operating conditions
· The solution is expected to handle asymmetrical conversations, e.g.  with “VR media” in one direction.
Video
· The solution is expected to enable high perceptual visual quality for 360° video. 

· The solution is expected to support distribution of full panorama resolutions 

· The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
· The solution is expected to support encoding of equi-rectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner. 

· Solutions are expected to support UE with different capturing capabilities, ranging from low tier to high end devices, e.g. 2D cameras up to multi-lens stereoscopic cameras

· The solution is expected to support UE with different presentation capabilities ranging low tier to high end devices, e.g. device with 2D screens up to stereoscopic HMDs

· The solution is expected to be interoperable with MTSI.

Audio
· The solution is expected to handle encoding/decoding/rendering of speech, music and generic sound. 
· The solution is expected to support encoding of channel-based audio (e.g. mono, stereo or 5.1) and scene-based audio (e.g., higher-order ambisonics) inputs including geometric information about the sound field and sound sources. This includes support for diegetic and non-diegetic input.

· The solution is expected to provide a decoder for the encoded format that is expected to include a renderer with an interface for listener positional information enabling immersive user experience with sufficiently-low motion to sound latency.
· The solution is expected to support low latency that would enable both conversational and live-streaming services over 4G/5G.

· The solution is expected to support advanced error robustness under realistic transmission conditions from clean channels to channels with packet loss and delay jitter and to be optimized for 4G/5G

· The solution is expected to be suitable for a wide range of potential UEs, ranging from low tier to high end
· The solution is expected to be interoperable with MTSI. 

9.3.3
Candidate Solutions
A candidate solution for the real-time VR use cases, addressing the objectives in clause 9.3.2,

For Video the extensions to existing MTSI codecs (or existing tele-presence codecs) are potential solutions. The elementary stream constraints of the Viewport-Independent baseline media profile may be used. Multiple video streams may be generated with MTSI codecs, for example to support multi-camera use cases. Encapsulation into RTP as well as SDP signaling is FFS. 
For Audio, the MTSI codecs are potential solutions for channel-based audio based on multi mono operation and obviously provide MTSI interoperability. Encapsulation into RTP and ISO file formats for MMS, as well as SDP signaling is ffs. 
9.4
Audio Candidate Solutions

Existing 3GPP conversational and non-conversational audio codecs represent obvious candidate solutions for the audio component of the 3GPP VR solution but this report also lists other proposed audio codec candidate solutions, e.g. MPEG-H, ETSI TS 103 190-2 [17], that may be considered for the various VR use cases. Further potential solutions may be developed in corresponding work items. Where audio codec candidate solutions are not already part of OMAF, and in case OMAF should be adopted as the basis for 3GPP VR solutions, their integration into a 3GPP VR Presentation to create immersive experiences, potentially reusing concepts defined in OMAF, are for further study. This should include aspects like media profile definition, temporal synchronization, spatial alignment, etc.
*** End of changes ***

