TSG SA4#94 meeting	Tdoc S4-170574
26 - 30 June 2017, Sophia Antipolis, France

[bookmark: _GoBack]Source:	Ericsson LM
Title:	On the potential suitability of FOA audio format for 3GPP VR
Document for:	Discussion and Agreement
Agenda Item:	FS_VR (Feasibility Study on Virtual Reality) 


Abstract
At the latest MPEG/OMAF meeting in Berlin (June 2017) the source provided a document (M40799 [1], see below) proposing to consider a scene-based first order ambisonic (FOA) audio format for VR audio content besides a 3D Audio profile based on higher order ambisonics (HOA) relying on MPEG-H 3D audio coding [2], and the legacy 2D profile relying on AAC [3] that were already under consideration. The intent was to reflect market reality with already widely available VR content relying on a FOA representation and also to address the need to have a format that is open for user-generated VR content and that can be rendered on generic rather than dedicated VR HMDs. The source considers the discussion in MPEG on our proposal still ongoing.

This contribution reproduces the discussion arguments provided in our MPEG/OMAF contribution and provides further discussion relevant within the scope of the FS_VR study item. We think that 

· FOA is a 3D audio representation that is worth considering seriously within the scope of the study item, and 
· FOA would open up a short-term possibility to stream VR audio content to 3GPP devices, using existing 3GPP speech and audio codecs such as EVS, AMR-WB, eAAC+, AMR-WB+. 

Only such a serious investigation would give a clear answer to the question raised as

· FS_VR work item objective on the potential need to update the 3GPP video and audio decoding capabilities in order to enable the implementation of Virtual Reality services.  

Accordingly, the contribution makes the proposal to add language to the FS_VR technical report explaining that this question has not conclusively been answered and suggesting opening a new study item that will deliver the answers. A corresponding draft study item description has been submitted (S4-170575).
Discussion (reproduced with minor updates from [1])
The source is of the opinion that there is a significant gap in system requirements and potentially offered service quality between the currently proposed profiles. In order to achieve the expected high quality of user experience the 3D Audio baseline profile requires (at least) a HOA input signal. The features enabled with 3D metadata as well the potential usage of additional audio objects require a professional content creation/mastering framework. As an example 3rd order HOA recordings of real signals require substantial investments in corresponding microphone systems such as Eigenmike microphones [4]. Synthetic auditory scene production and the subsequent mastering of the audio content together with the video component is also comparably complicated and typically also requires substantial investments in the corresponding tools. Broad availability of affordable MPEG-H 3DA encoding tools beyond the professional space may be a further issue. Thus, it can be assumed that this is only feasible in the context of professional content creation and distribution. However, for the large class of VR content distribution cases relying on user generated content this is unlikely possible in near future. 

Also on the receiving end the MPEG-H 3D audio format sets certain requirements that are possibly not broadly met. Assuming rendering on dedicated HMD VR devices, it is likely that such devices will be designed to offer the capabilities required to decode and render an MPEG-H 3D audio signal and a corresponding video component. However, devices that build upon regular smartphones like cardboard HMDs are less likely to provide the required computational power for the decoding and rendering of MPEG-H 3D audio signals. Thus, the OMAF 3D audio baseline profile that is currently under consideration would not be available for a large class of potential VR devices.

Consequently, at present the very limited 2D legacy profile would need to be used for immersive content, even if immersive experience with this profile is rather unlikely. Since the legacy profile does not even specify binaural rendering and audio scene rotation based on head-tracking information, the large category of user generated VR content distribution and VR content consumption on devices with limited computational resources would need to rely on the 2D legacy profile, even if, as proven by reality, much more would be possible. It seems clear that the market place would not honor this. In contrast, looking into what is broadly available in the market today, there is e.g. Facebook 360, YouTube 360 and Samsung VR. The audio component for VR content of/for this kind of platforms/gears is or allows to be based on FOA using ACN/SN3D channel order and normalization. There are reports according to which hundreds of thousands 360 video clips have already been uploaded to these platforms. Thus, FOA is a highly relevant VR audio format in the market place. The source is hence of the opinion that OMAF should at least offer a 3D baseline profile that corresponds to that broadly available format. With this approach MPEG would embrace with its OMAF specification applications requirements and formats that are of high market relevancy today and with MPEG-H 3DA still offering an evolution path towards better performance and quality.
  
It is clear that the FOA format alone would not be sufficient as profile specification. Besides the specifics of the FOA format like channel order and normalization especially the transport coding format would need to be specified. The transport coding format used by Facebook 360, YouTube 360 and Samsung VR are based on AAC LC coding, which in our view is a good choice. However, in order to reflect factual deployment in devices today and to offer better compression efficiency, the complete AAC LC family including HE-AAC and/or HE-AACv2 extensions should be considered. The rendering on the other hand has no bearing on interoperability and can thus be left subject to the implementer. It may however be desirable to give access to a reference renderer that would set a minimum performance reference. One potential candidate for such a renderer could be the renderer specified as part of the MPEG-H 3D audio format. We think in any case that the specification of a non-normative example renderer should be considered in order to give implementers at least some guidance.
Additional discussion 
On the question whether FOA would be a suitable VR audio representation for 3GPP applications, the TR contains some test results. These results indicate that significant localization quality can be gained when moving from FOA to HOA. The source does not have any doubt that there is this potential and even thinks that it may be worth investigating this path for future advanced VR solutions. However, the TR also clearly limits the conclusiveness of the test results. According to it, the evaluated quality dimension was localization quality rather than overall quality. Secondly, the use of a test methodology with binaural rendering using non-individualized HRTFs does not give any control of the actual spatial accuracy of the rendering and even the used reference condition may in fact suffer from more or less severe localization errors. Thirdly, true VR QoE can only assumed to be provided with both visual and audio media components. The visual component will provide important spatial cues in addition to the auditory cues and will in practice increase the localization quality significantly.
Thus, based on the audio tests carried out so far within the scope of the FS_VR work, we believe that it would be unsupported to conclude that FOA is not suitable as VR audio format. A careful investigation should rather separate the effect of non-perfect binaural rendering and carry out tests for instance with individualized HRTFs used for the reference condition while the test conditions would use non-individualized HRTFs. Another relevant testing possibility that should lead to more conclusive results would be to test only with real loudspeaker systems thereby removing the uncertainties introduced by non-perfect binauralization.

In a next step after the suitability of FOA is established by proper testing (and assuming that the conclusion of this testing is that FOA could at least be a viable solution for near-term VR applications) coding using existing 3GPP codecs should be investigated. The source is of the opinion that relevant coding formats to be considered in such study are 3GPP Speech and Audio codecs and especially EVS, AMR-WB, eAAC+ and AMR-WB+. EVS and AMR-WB would be used in a 4 x multi-mono configuration encoding the 4 FOA components individually. eAAC+ and AMR-WB+ could be used to encode the 4 FOA components either using channel-pair-elements or like in the former case only as individual mono channels.
We believe that such kind of investigation is mandatory before the essential objective of the FS_VR work item can conclusively be answered whether there is the potential need to update the 3GPP video and audio decoding capabilities in order to enable the implementation of Virtual Reality services.  The result of this investigation would give at least an indication if - on short-term - 3GPP VR services can be realized on 3GPP devices with currently broadly available capabilities, including low-end.
On the other hand, the source also believes in the potential benefits for VR solutions with more accurate spatial representations that FOA. In our view this should be investigated such that corresponding solutions could be developed/selected on a mid/long-term timeframe.    

Proposal
Based on the above discussion the source is of the opinion that there are strong indications that scene-based VR audio representations based on FOA are of significant market relevance. At the same time it is apparent that there are no conclusive results in the current version of the TR 26.918 that would disqualify FOA and coding of FOA signals using 3GPP codecs as not providing adequate quality. Consequently the source proposes an extended study effort assessing the suitability of FOA as scene-based audio format for 3GPP VR audio signals and the suitability of 3GPP speech and audio codecs for coding of the FOA components. The study should give an answer if adequate VR QoE could be achieved based on FOA and 3GPP codecs and if this would lead to a viable solution for 3GPP VR applications at for a shorter time frame and for devices with limited processing capabilities.

It is further suggested to add a conclusion in TR 26.918 that the study item objective “Drawing conclusions on the potential need to update the 3GPP video and audio decoding capabilities in order to enable the implementation of Virtual Reality services.” has not yet yielded conclusive results at least with regard to audio and that further study work towards that objective is required. As an alternative the FS_VR study item could be kept open until the matter is resolved. The source suggests adding the following content to the TR.

Text to be added as section 6.2.4:

“6.2.4	First order ambisonics vs high order ambisonics
The most basic version of a scene-based representation with ambisonics is FOA, requiring the transmission of only 4 ambisonic components. This is at the expense of limited spatial resolution. However, looking into what is broadly available in the market today, it is clear that FOA is widely used for instance for Facebook 360, YouTube 360 and Samsung VR. There are reports according to which hundreds of thousands 360 video clips have already been uploaded to these platforms. Thus, FOA is a highly relevant VR audio format in the market place. 
There is hence the question whether FOA would be a suitable VR audio representation even for 3GPP VR applications. The above test results (section 6.2.3) show that significant localization quality can be gained when moving from FOA to HOA. This is a strong indication that there is high quality potential that should be worth investigating for future advanced VR solutions. However, the above test results have also significant limitations. For instance, the evaluated quality dimension was localization quality rather than overall quality. Secondly, the use of a test methodology with binaural rendering using non-individualized HRTFs does not give any control of the actual spatial accuracy of the rendering and even the used reference condition may in fact suffer from more or less severe localization errors. Thirdly, true VR QoE can only assumed to be provided with visual and audio media components. The visual component will provide important spatial cues in addition to the auditory cues which in practice will increase the localization quality significantly.
Thus, based on the audio tests carried out within this study, it is an open question if FOA is a suitable VR audio format for 3GPP VR applications. It is also not clear if the existing 3GPP speech and audio codecs would be capable of encoding the FOA component signals with adequate quality. The corresponding answers should be found in a subsequent study. “

Text to be added to the TR conclusion:

“One of the important questions and objectives of the FS_VS study item was “drawing conclusions on the potential need to update the 3GPP video and audio decoding capabilities in order to enable the implementation of Virtual Reality services”. While market trends in the VR area seem manifold there are strong indications that scene-based VR audio representations based on First Order Ambisonics (FOA) have already become highly relevant. This is despite the fact that even higher VR audio quality may be achieved with approaches that go beyond FOA, though requiring advanced capture devices and higher playback device capabilities that are not broadly available in a short time frame. At the same time it is apparent that the FS_VR study has not yielded in conclusive results on the suitability of 3D spatial audio based on FOA and the suitability of existing 3GPP codecs for the coding of the FOA component signals.
Accordingly, a subsequent study should be carried out to address this question and to provide conclusive answers on whether and how adequate VR QoE can be achieved based on FOA and using 3GPP codecs and if this would lead to a viable solution for 3GPP VR applications at least for a shorter time frame and for devices with limited processing capabilities.”

It is further suggested that there should be mid/long-term work to develop/select solutions that would be able to provide substantially higher VR QoE than is possible with solutions based on FOA audio and existing 3GPP codecs.
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