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Introduction
We propose to specify the media codecs of FLUS with the following clauses. The list of codecs includes all speech, audio, video, and text codecs supported in the most recent versions of MTSI, PSS, and MBMS.
*** Start change 1 ***
5
Media codecs
5.1
Media components
The Framework for Live Uplink Streaming supports simultaneous transfer of multiple media components with relaxed delay characteristics. Media components denote the actual components that the end-user experiences.

The following media components are considered as core components. Multiple media components (including media components of the same media type) may be present in a session. At least one of these components is present in all FLUS sessions.

-
Speech: The sound that is picked up by a microphone and transferred from terminal A to terminal B and played out in an earphone/loudspeaker. Speech includes detection and generation of DTMF signals.
-
Audio: The sound that is picked up by one or more microphones and transferred from terminal A to terminal B and played out in a headphone/loudspeaker(s). Audio also includes signals not generated by human vocal system, e.g., music, and typically sampled at higher rates than speech.
-
Video: The moving image that is, for example, captured by one or more cameras of terminal A, transmitted to terminal B and, for example, rendered on the display of terminal B.

-
Text: The characters typed on a keyboard or drawn on a screen on terminal A and rendered on the display of terminal B. The flow is time-sampled so that no specific action is needed from the user to request transmission.

The above core media components are transported from a FLUS client to the other using RTP (RFC 3550 [9]) or other transport protocols FLUS supports. All media components can be added or dropped during an ongoing session as required either by the end-user or by controlling nodes in the network, assuming that when adding components, the capabilities of the FLUS client support the additional component.

NOTE:
The terms voice and speech are synonyms. The present document uses the term speech.
5.2
Codecs for FLUS clients

FLUS clients can use a variety of speech, audio, video, and text codecs that meet the needs of services. Capability of each codec, e.g., number of audio channels, or profile or level of video codecs, can be set to the discretion of the implementation or follows the requirements of the respective service when FLUS is applied to existing 3GPP services.
5.2.1
Speech
If speech is supported by a FLUS client, then one or more of the following speech codecs should be supported.
· AMR [xx]

· AMR-WB [xx]

· EVS [xx]

5.2.2
Audio
If audio is supported by a FLUS client, then one or more of the following audio codecs should be supported.
· Enhanced aacPlus [xx]
· Extended AMR-WB [xx]
· MPEG-4 AAC Low Complexity (AAC-LC) [xx]

· MPEG‑4 AAC Long Term Prediction (AAC-LTP) [xx]
5.2.3
Video
If video is supported by a FLUS client, then one or two of the following video codecs should be supported.
· H.264 (AVC) [xx]
· H.265 (HEVC) [xx]
5.2.4
Text
If text is supported by a FLUS client, the following text codec should be supported.
· ITU-T Recommendation T.140 [xx]
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