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Introduction

VR applications are expected to provide immersive user experience and compared to existing media services a quantum leap of quality of user experience. VR experience requires immersive audio and video. For audio this means that the user should be able to get a spatial sound impression that he/she can correlate with the presented visual scene. 3 DoF can be regarded as a pre-requisite, which enables adjusting the rendering of the auditory and visual scenes in accordance with user head rotation. 
In the scope of 3GPP the predominant VR audio rendering instrument will be headphones. The audio playback will thus rely on a binaural representation of the auditory scene, which is a different situation compared to room rendering with a certain loudspeaker setup. The binaural rendering on the one hand reduces requirements on specific and potentially expensive playback hardware but on the other hand imposes some technological challenges to provide the listening experience of the intended (virtual) auditory scene.

Objective
The source is of the opinion that for 3GPP VR use cases to have the potential to be deployed successfully, it is important to verify if the underlying expectations with regard to immersive user experience can be met. As part of the FS_VR study tests of visual quality are already under discussion or preparation. We think that corresponding audio tests should also be part of the FS_VR study, as also anticipated by the FS_VR study item description [1]. In particular, such tests should address the following questions:

· What is the best-case audio quality level of 3GPP VR applications?

· What are the limiting factors of VR audio quality and what are the implications (if any) on the potential auditory scene representation formats?

· What would be suitable audio quality references to be used when evaluating candidate solutions for 3GPP VR applications? 
High level test layout

The source suggests to tackle these questions by a series of listening tests that expose representative auditory scenes for various relevant VR use cases. These auditory scenes would be represented in a number of potentially relevant auditory scene representation formats and be rendered through a number of potential reference rendering systems. In the rendering systems different setups with regard to HRTF (generic or personalized) and (receive) room impulse responses could be considered. In addition, rendering via virtual loudspeaker configurations to binaural or direct rendering from the auditory scene to the binaural rendering representation is worth being evaluated in a comparative manner. Corresponding studies may exist and in case SA4 finds them relevant for the context of the FS_VR study they should be considered.  
The following outlines these different possible evaluation dimensions in a (potentially) non-exhaustive way.

Relevant VR use cases:
· VR video

· Documentaries, storytelling, TV shows 
· Cinematic VR 

· Live events (sports, concerts) 
· VR Communication 
· True 3D call
· 3D conferencing

· Remote class room

· Remote control of machines and industrial processes (e.g. remote control of excavator)
· Gaming
· Using local gaming engine and multi-player in-game VR communication
· Using cloud gaming engine and multi-player in-game VR communication 
Representative auditory scenes:
· Realistic environments: nature, urban (street, restaurant, …)
· Speakers overlaid with music and special sounds (clapping doors, barking dog, …)

· Speakers, music, applause, laughter, …

· Speakers (commentary) overlaid with audience sounds and special (sports) sounds (tennis plop-plop, …)

· Speakers placed out in true and virtual environments/rooms
· Machine and industrial sounds of work processes

· Speakers placed out in true and virtual environments/rooms overlaid with ambient sounds and discrete sound sources) 
Potentially relevant auditory scene representation formats:

· Scene-based

· FOA

· Mixed-order Ambisonics, e.g. FOA-Z (only planar)
· HOA

· Channel-based

· Mono

· Stereo

· n.m multi-channel (e.g. n.m=5.1 or n.m=9.0)
· Object-based
· Hybrid scene- and object-based
· FOA + discrete objects

· HOA + discrete objects
Note: Not all of these representation formats allow for true 3DoF immersion. All of them may however be relevant as potential quality references
Rendering systems:
· Facebook VR 360

· Youtube VR 360

· MPEG-H 3D 

· …

Note: The source is of the opinion that proprietary rendering systems may be worthwhile considering for benchmarking purposes.
Binauralization & reverberation:

· Generic HRTFs

· Personalized HRTFs

· Rendering through virtual loudspeaker setup to binaural

· Rendering directly from auditory representation to binaural

· Degree of room reverberation

Head rotation:
Head rotation could be tested in a system with head-tracking. It could also be discussed whether for the sake of testing simplicity it would be appropriate to test the effect of head rotation by applying certain rotations patterns with which the auditory scenes will be rotated.  
Suggested way forward

From the above it is clear that evaluations in various dimensions are needed before it is even possible to define reference systems for the assessment of candidate solutions for 3GPP VR applications. Even more, without such evaluations it is hardly possible to make any educated decision for a candidate solution in a potential work item targeting the standardization of a 3GPP VR system/service. Other questions like e.g. on testing methodology were not addressed in this contribution. It is suggested that SA4 discusses what aspects should be evaluated with priority and how, and that SA4 invites 3GPP member companies to carry out corresponding tests in the timeframe of the FS_VR study item.  
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