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1. Overall Description:
SA4 thanks SA1 for its invitation to provide feedback on the requirement on virtual reality motion-to-sound latency included in TS 22.261, Service requirements for next generation new services and markets (SMARTER). 

SA4 suggests that requirements need to be established for the motion-to-sound latency of the audio component based upon studies of human perception in order to result in requirements that meet user satisfaction without unnecessary implementation cost in UE’s and without unnecessarily constraining the VR services that may be offered. 

[bookmark: _GoBack]Studies available provide evidence that the requirements for Virtual Reality (VR) and Augmented Reality (AR) are different [1] but also suggest that motion-to-sound latencies significantly higher than those suggested by SA1 may not be reliably perceptible by users [1,2]. These studies would tend to suggest that the figure of 20ms for the motion-to-sound latency requirement included in TS 22.261 might be unnecessarily strict.

In the case of VR, the user is immersed in a wholly artificial situation where there is no real-world sound source with zero latency to highlight the motion-to-sound latency of the system. In the case of AR applications however, both real-world and artificial sounds will be heard by listeners simultaneously during head movement. SA4 is still debating the significance of the results and conclusions provided in [1].

These studies [1,2] do not include a simultaneously rendered video component which may influence the perception of these latencies. It is unclear whether such simultaneous rendering of video and audio will result in a relaxation or tightening of the motion-to-sound latency requirements. More extensive studies are highly desirable however; considering greater numbers of subjects, personalized Head Related Transfer Functions (HRTFs), and using VR/AR equipment more closely representative of the current state-of-the-art.

In deriving appropriate motion-to-photon latencies, the human angular or rotational vestibulo-ocular reflex dominates (where the gaze is shifted in direct response to head orientation changes detected by the vestibular system by an equal and opposite reaction). The latency of the vestibulo-ocular reflex is known to be of the order of 10ms [3] or in a range from 7-15ms [4]. but no such equivalent reflex exists in the auditory chain.

The audio experts in SA4 will continue to discuss requirements for the motion-to-sound latency of VR systems and will keep SA1 informed of their findings in this area. AR is currently out of the scope of SA4’s Feasibility Study on Virtual Reality.

SA4 would also like to inform SA1 that consideration is being given to defining more formal and descriptive terms in place of the more colloquial motion-to-photon and motion-to-sound terms. A more explanatory term “head motion compensation”, preceded, as necessary, by a media type e.g. “video head motion compensation” is currently under consideration. SA4 will also consider whether other performance requirements related to audio rendering of sound sources in response to user interaction are necessary.
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2. Actions:
To SA4 group.
ACTION: 	SA4 asks SA1 to take the comments on motion-to-sound latency into account in future revisions of TS 22.261.

3. Date of Next TSG SA WG4 Meetings:
SA4#93	24 - 28 April 2017   	Busan (KR)
SA4#94	26 - 30 June 2017   	Sophia-Antipolis (FR)


