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1 Introduction

In order to progress the work in VR and address some use cases as documented in TR26.918, especially use case in clause 5.4. This document reviews formats and activities for Immersive Media, their timelines and their possible availability for 3GPP normative work.
We believe that 3GPP should generally avoid specifying technologies in isolation of other work, but should influence other organizations in harmonization as long as the use cases and requirements of 3GPP are fulfilled. In particular for any initial work, addressing the above use case in particular, a harmonized view is preferred.
In particular the work in MPEG is considered relevant for 3GPP as 3GPP relies on MPEG enablers in PSS and MBMS with codecs, file format and DASH-based streaming delivery.
2 MPEG
2.1 Overview

MPEG has several activities in the context of Immersive Media. The main activities are summarized.
2.2 Omnidirectional Media Application Format (OMAF)

The OMAF activity in MPEG is expected to be the first standard from MPEG providing formats for the support of Immersive Media. The CD will be issued from MPEG#116  (January 2017) and DIS stage is planned for April 2017. The FDIS is expected in October.
An overview of the CD is provided in the following:

· Scope: Specifies the omnidirectional media application format for coding, storage, delivery, and rendering of omnidirectional images and video and the associated audio. Graphics contents are not considered in OMAF. At the receiver side, it is assumed that the user sits in the center of the sphere and looks towards outside. 6 Degree of Freedom (6DOF) is not supported, i.e., purely translational movement of the user does not result in different omnidirectional media being rendered to the user.
· Projection: Equirectangular Projection (ERP) only
· Other projection types, including Cube Map Projection (CMP), will be further studied through a Verification Experiment (VE)
· The JVET is expected to have 360 degree video subjective test method(s) agreed by the Apr. 2017 meeting, and that is expected to be applied for OMAF projection tests. Therefore, some more projection types may be added at earliest at the July 2017 meeting.
· Direct use of fisheye video without involving a projection is also supported.
· Region-wise packing: an optional step after projection (think from the content production side) that manipulates different regions of the packed frame (output of the projection process, again think from the content production side, and see the OMAF architecture in the attached incomplete draft CD).
· A rectangular region based packing is included in the CD, which allows resizing, mirroring/clipping, and rotation operations of each individual region.
· Some region-of-interest (ROI) signalling mechanisms included for support of use cases such as director’s cut signalling, recommended initial and random accessing viewport signalling, most-interested regions for data prefetching, and so on.
· File format signalling mechanisms for signalling of projection, region-wise packing, ROI information (dynamic ROI information in timed metadata track), etc. 360 video metadata.
· A file brand for HEVC Main 10 profile, Main tier, and Level 5.1.
· MPEG-H audio low-complexity profile.
· An informative annex on viewport dependent omnidirectional video processing: currently includes descriptions of a number of video coding approaches targeting at bandwidth and decoding complexity optimizations that utilize the fact of 360 video applications where at any time moment only a subset of the entire video region represented by the video pictures is rendered to seen by the user.

2.3 MPEG Immersive Media

2.3.1 Introduction

Based on a survey, MPEG concluded to launch a new project on Immersive Media (MPEG-i). It was agreed that a first set of specifications is required in time for a market launch of products and services in 2018. It is highly likely that MPEG can deliver solutions that are more optimised in a longer time frame, which allows for more experiments and development. Since many believe that major market launch of VR 360 services will happen in 2020, a next set of specifications can be delivered in 2019. At the same time it is clear that there is a strong need for longer term work, notably in the video area, but possibly also in the Audio space, on 6-degrees-of-freedom content.
Given these results, MPEG is planning standards in support of Immersive Media, including those for 360º Audiovisual Media, to be developed in the following phases:

2.3.2 Phase 1a
· Timing is what guides this phase 

· Goal: to deliver a standard for up to 3 degrees of freedom 360 VR by end 2017 or maybe early 2018,.

· This phase aims to deliver a complete distribution system

· Audio: a 3D Audio profile of MPEG-H geared to a 360 Audiovisual experience with 3 DoF,  

· Transport: Basic 360 streaming,  and if possible optimizations (e.g., Tiled Streaming)

· Video: Adequate tiling support in HEVC (may already exist) and projection, monoscopic and stereoscopic

It is also agreed that MPEG-I Phase 1a will be OMAF or a profile of OMAF.

2.3.3 Phase 1b 

· Mainly motivated by desire by a significant part themarket to launch commercial services in 2020

· Deploy in 2020; spec ready in 2019, (which may match 5G deployments)

· Extension of 1a; focus on VR 360 with 3 DoF, perhaps with limited freedom for the user to move their head and gain additional depth clues. (again monoscopic and stereoscopic)

· This phase is thought to comprise elements like:

· Optimization in projection mapping

· Further motion-to-photon delay reductions

· Optimizations for person-to-person communications

· Phase 1b should have some quality definition and verification

2.3.4 Phase 2

· A specification that is ready in 2021 or maybe 2022

· Goal is support for 6 DoF

· Most important element probably new video codec with support for 6 DoF

· Audio support for 6 degrees of freedom

· Systems elements perhaps required too in support of 6 DoF, as well as 3D graphics.
A graphical representation of the phases is provided in the below figure.
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	* : In Phase 1a, roll head rotation is constrained when using stereoscopic mode. Outside of these constraints, user depth perception is no longer achievable.


3 Additional Activities

3.1 VR Industry Forum

The Virtual Reality Industry Forum (http://www.vr-if.org) is composed of a broad range of participants from sectors including, but not limited to, the movie, television, broadcast, mobile, and interactive gaming ecosystems, comprising content creators, content distributors, consumer electronics manufacturers, professional equipment manufacturers and technology companies. Membership in the VR Industry Forum is open to all parties that support the purposes of the VR Industry Forum. The VR Industry Forum is not a standards development organization, but will rely on, and liaise with, standards development organizations for the development of standards in support of VR services and devices. Adoption of any of the work products of the VR Industry Forum is voluntary; none of the work products of the VR Industry Forum shall be binding on Members or third parties.

The principal purpose of the VR Industry Forum shall be: “To further the widespread availability of high quality audiovisual VR experiences, for the benefit of consumers.”
The VR Industry Forum focuses on content that is transmitted as audio and video, and it will monitor complementary technologies for inclusion in its scope, including those that enable augmented reality and mixed reality. The VR Industry Forum targets immersive experiences that typically require head-mounted devices, understanding that immersive VR content may also be consumed on “2D flat screens” (like tablets, mobile phones, PC screens, TVs) with navigation capabilities.

3.2 DVB

DVB conducted a study mission on Virtual Reality. An executive summary can be found here: https://www.dvb.org/resources/public/whitepapers/dvb_vr_study_mission_report_summary.pdf
The main conclusions are:

· It is likely the main commercial driver for tethered VR will come from gaming, whereas the main driver for untethered VR will come from immersive video for sports and music events. The demand for content will depend on its availability and quality of experience.
· DVB should cooperate with standards bodies working in VR, as members will need to adopt common specifications for stream delivery of VR content. Requirements are needed for the minimum technical quality of VR video and audio, particularly to reduce cybersickness. Requirements should be completed within two years (mid-2018) 
· In terms of quality of service, consideration must be given to the desired frame rate, field of view, visual acuity, degree of visual and audio immersion, head tracking latency, and visual overlays 
· VR audio will need additional support, both for broadcast and broadband transmission. 
· In the short term support is needed to avoid a multiplicity of groups and proprietary panoramic 3 degrees of freedom VR video systems, and considering requirements key parameters such as frame rate, resolution, use with tablets etc. For example, Sky’s provisionally specifies the following VR formats: video: 2-4K resolution, H.264, 25-50 FPS, 20-60 mbps bitrate, audio: stereo or ambisonic. 
· For the longer term it is recommended to continue the study mission to follow developments such as panoramic 6 degrees of freedom VR, augmented reality, and mixed reality. 
· Commercial requirements group would begin their work the questionnaire to DVB members. In addition, the group may consider developing a DVB VR garage, where VR technologies could be neutrally badged under DVB.
3.3 Others

Other information happening such as in W3C, GVRA, ITU-T, ITU-R, and so on, should be collected.
4 Proposal

Based on the information in this document, the following is proposed:

· 3GPP should work with the standardization ecosystem on harmonization of formats for the relevant immediate use cases to the extent reasonable. In particular, MPEG and VR IF should be considered.

· 3GPP should share the most relevant use cases, in particular use 5.4 from the TR with MPEG to show interest in a profile of OMAF that addresses these use case.

· 3GPP should share an agreed v1.0.0 report as well as an agreed time and work plan with MPEG and VR IF
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