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Summary
In this document the source revisits the unagreed text in TR 26.918 on the motion-to-sound latency in the light of published studies of human perception. These studies show that the requirements for motion-to-sound latency in VR and AR are quite different. In the case of VR, the user is immersed in a wholly artificial situation and latencies of the order of 60ms are hard to be perceived by users but in the case of AR application latencies of the order of 38ms have been shown to be perceived by some users. Text for insertion in TR 26.918 is proposed, a requirement for the motion-to-sound latency of 60ms is suggested, with an objective of around 35ms to allow for adequate performance in AR applications.
Discussion
The current text in TR 26.918 only has text in square brackets for the motion-to-sound latency requirements in subclause 8.1.3 and clearly requirements should be recommended for the audio component. 
Studies by Brungart et al show that the requirements for VR and AR are quite different [1]. In the case of VR, the user is immersed in a wholly artificial situation where there is no real world zero latency “reference” to highlight any non-zero latency of the audio rendering system. In VR, it has been observed that latencies of the order of 60ms are hard to be perceived by users [1, 2]. In the case of AR applications however, both real-world and artificial sounds will be heard simultaneously by listeners during head movement and in these situations, it has been observed that latencies of the order of 38ms may be perceived by some users [1].
It is clear that the requirements on the audio component of a VR/AR system are much less strict than for the video component where the angular or rotational vestibulo-ocular reflex dominates (where the gaze is shifted in direct response to head orientation changes detected by the vestibular system by an equal and opposite reaction). The latency of this reflex is known to be of the order of 7-15ms, some 23-31ms lower latency than the worst case for the audio component in the AR application area. 
It would therefore seem appropriate to set a requirement for the motion-to-sound latency of 60ms, with an objective of around 35ms to allow for adequate performance in AR applications.


Proposed Text
[bookmark: _Toc334959243]8.1.3	Audio interaction (Motion-to-sound) latency
[The response time of the human auditory system in the presence of head movement is less well characterized than the visual system but it is known to be dependent upon the nature of the sounds being heard and their direction in relation to the user. It is also well known that inter-aural time differences (ITDs) between the two ears as small as 10 μs can be resolved (approximately 1 degree source separation in the horizontal plane) [12]. For impulsive sounds or broadband noise-like signals the auditory system is very well adapted to providing general direction estimates based upon sounds as short as a few ms within a reverberant environment, which is easily demonstrated. 
The audio component interaction latency requirements of a VR system are for further study.]
[bookmark: _GoBack]From studies of human perception of the effect of motion-to-sound latency, there is evidence that the requirements for VR and AR are quite different [1]. In the case of VR, the user is immersed in a wholly artificial situation where there is no real world zero latency “reference” to highlight the non-zero latency of the audio rendering system. In VR, it has been observed that latencies of the order of 60ms are hard to be perceived by users [1,2]. In the case of AR applications however, both real-world and artificial sounds will be heard simultaneously by listeners during head movement and in these situations, it has been observed that latencies of the order of 38ms may be perceived by some users [1]. 
It would therefore seem appropriate to set a requirement for the motion-to-sound latency of around 60ms, with an objective of around 35ms to allow for adequate performance in AR applications.
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