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1	Summary
In this document the sources reflect on the potential confounding in the test design as circulated by US DoC on 25th November 2015 and refined over the following days.
The main source of confounding in the test is judged to originate from the use of natural language sentences rather than single syllable stimuli of proven and recommended designs from reputable standards bodies. It is also a departure from previous studies by US DoC [1].
Unfortunately there is no way of detecting whether a test is confounded, or not, but what is clear is that a confounded test will under-estimate, or even in extreme cases reduce to zero, any difference in performance between dissimilar codecs. The danger is that a potentially confounded test with just 25 listeners conducted in a single language is more likely to confuse the decision making process with regard to the MCPTT codec than to inform it. 
If intelligibility test results conducted in high noise environments with IP packet losses are to be given significant weight by SA4 in the selection of a codec for MCPTT then they need to conform to the standards expected by the group. They must be conducted in independent laboratories, in two languages and use sufficient naiive listeners (>=32). They must also follow well established and proven methodologies to minimize confounding effects.
2	Test Design
The Test Protocol as circulated on 25th November 2015…
Play Public Safety messages and have subjects repeat what they hear. Messages have been transcribed from actual scanner traffic, then re-recorded in the lab. Each source message would be coded and decoded by each speech coder individually. In the intel test we have subjects repeat what is heard and this repetition is recorded to audio files on a computer. Subsequently, these recordings are scored for the number of words in the transcript correctly reported by the subject.  Every subject recording would be scored against the transcription by two different persons for quality control.  All listening and scoring would be double blind. The end result is number of words correctly reported vs total number of words.
It is necessary to prevent learning in order to hold the amount of linguistic context constant. Test design would not present any multiword message more than one time. However, the single word messages may be presented more than one time (eg: “thanks” or “affirmative”). Subjects will be required to report what they heard after a single play – no repeats will be allowed. Use 25 subjects and each subject hears all conditions but different combinations of source and condition. It is expected that about 2000 words would be heard with each condition.
Instructions would be “After the second beep, please exactly repeat each word that you understand between the two beeps”
On 30th November, regarding balance in the test…
Our source consists of about 4000 words made up by messages of varying length, some with word length of one, but the corpus has a median word length of 7. Source is divided into two halves as homogenously as possible with respect to talker and message length. One half will be used for each noise condition. We consider each noise to form a subtest.  This is unavoidable given the constraints of the test.
For each subtest (each noise) each of the 25 conditions will be paired with each of the 25 groups of source to form a total of 625 pairs. 
These 625 pairs will be assigned to 25 subjects such that:
-each subject will hear each group of source exactly once
-each subject will hear each condition with exactly one group of source
-aggregated across subjects, each condition will be evaluated using all 25 groups of source, each group will be used exactly once
More formally, the source will be divided into 25 groups g0, g1,  …, g24. The ith subject (i=0 to 24) will hear the jth source (j=0 to 24) paired with condition number k, where k=mod25(i+j).  (Here mod25 denotes the modulo 25 function.  As the argument to this function increases 0, 1, 2 .., the function produces, 0, 1, 2,…23, 24, 0, 1, 2,…) 
3	Discussion
Several problems are evident from this methodology.
3.1	Use of Natural Language Sentences
Natural language intelligibility is dependent upon context and the cadence of the speaker and words are not independently recognizable or unrecognizable. The metric “number of words correctly reported vs total number of words” assumes that all words are equally likely, are equally easy or hard to hear correctly and are statistically independent events. These are all false assumptions for the test protocol described above. It might have been better to concentrate the metric on the less predictable keywords from the sentences (omitting words such as “a”, “the” etc) but this does not appear to have been considered perhaps because of the desire to count such words as “thanks”. This latter metric has been adopted in some studies [2]. 
The methodology provided as background justification in [3] is notably different from the proposed method and is slightly more controlled. Phonetically balanced Harvard Sentences, which are normally fairly obscure to truly naïve listeners, were carefully selected to have similar length, low word context predictability and similar intelligibility. This aspect seems to have been overlooked by USDoC in their methodology. Even in [3] though it seems likely that there remain issues with cadence and duration and so even putting aside the contextual issues, the words within these natural language sentences will have different numbers of syllables, contain different energies and will be of different durations. 
One may also question the degree to which the natural language sentences are more realistic than traditional single syllable methods, particularly if clean speech is combined with different noises to create these high noise environments. Unless the representative messages have been recorded under Lombard conditions, then it will omit the natural modifications of the voice in the presence of high background noise which have specifically evolved to make the speech more intelligible. These include modifications to intensity and spectral tilt, shifting formants higher in frequency, lengthening vowels and modifying the cadence to prolong the key words.
To overcome the inherent problem of listeners remembering the content of the natural language sentences, these sentences are only played once per listener. Thus S1 is coded with codec C1 and played to listener L1 for transcription but for codec C2 a different sentence S2 needs to be coded and played to the same listener, L1. In an ideal test, all potential sources of confounding would be minimized by evaluating the codec conditions to be directly compared with the same combination of words over the same population of listeners but the design choice of using natural language sentences makes this extremely difficult. No two sentences or groups of sentences can be equally recognizable or unrecognizable and so unfortunate concatenations of able listeners with easily understandable sentences, or vice versa, have the potential to bias the results which will require more listeners or material to adequately average out.
When IP packet losses are introduced into a communication system with a JBM their effects have unpredictable durations. It is important that the sentences and error patterns are time aligned across test conditions to remove the unfortunate concatenation of errors and words within the source material and a potential source of confounding. This is common practice for subjective testing and is exclusively followed by both 3GPP and ITU-T. This is also relevant here, but in the test protocol described above, using natural language sentences, it’s even more important since a single drop-out of the same duration may hit either several short single syllable words or just part of a multi-syllable word. Since the words and syllables will have varying degrees of correlation it’s also possible that the impact may extend beyond the drop-out or indeed be completely inconsequential if the context permits a missing word to be predicted with certainty. The result of this is that the same sentence could give very different intelligibility scores simply due to changing the position of the packet loss.
3.2	Number of Listeners
ITU-T Recommends, and 3GPP convention follows it, that at least 32 listeners is required for a Selection Experiment, and that each experiment should be conducted in two languages ideally from different linguistic groups. At 25, the experiment described above has too few listeners & is also conducted in a single language. 
Given the problems of confounding highlighted in 3.1, 25 listeners is almost certainly too few to guarantee reliable results.
4	Conclusions
Unfortunately there is no way of detecting whether a test is confounded, or not, but what is clear is that a confounded test will under-estimate, or even in extreme cases reduce to zero, any difference in performance between dissimilar codecs. A confounded, test with just 25 listeners conducted in a single language is more likely to confuse the decision making process with regard to the MCPTT codec than to inform it.
The sources of the contribution feel that the test, as described, fails to meet the standard of testing 3GPP SA4 would normally expect. If intelligibility test results conducted in high noise environments with IP packet losses are to be given significant weight by SA4 in the selection of a codec for MCPTT then they need to conform to the standards expected by the group. They must be conducted in independent laboratories, in two languages and use sufficient naiive listeners (>=32). They must also follow well established and proven methodologies to minimize confounding effects.
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