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1 Introduction

Network-based 360 video stitching is included in the ITT4RT permanent document as a possible method to produce 360 video content to be delivered as part of immersive teleconferencing and telepresence sessions. Accordingly, different 2D captures are sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote participants. In this setting, different 2D captures are performed by different cameras (i.e., lenses) that may have been calibrated differently. Therefore, to help with the 360 video production at the conferencing server, there is a benefit in signalling the camera calibration parameters such that the 2D videos can properly be aligned prior to the 360 video production. In this contribution we provide background, requirements and potential solutions on the signalling of camera calibration parameters to facilitate network-based stitching in the ITT4RT framework.
2 Camera Calibration Parameters

Camera calibration is necessary for stitching, either network-based or on premise, on any 360 degree multi-lens cameras. When having network-based stitching solution, the stitching service on the cloud (or edge) need to get calibration parameters at beginning of the service session. This is necessary so that the multiple videos captured by an array of cameras can be aligned and stitched together into a perfectly uniform sphere, removing lens distortion and matching color and tone.The basic parameters include lens numbers, layouts, positions, angles, radius and resolutions.  

One example from Intel libxcam module as shown below:


3 Derived Requirements 

·   To facilitate network-based stitching, it is possible to signal camera calibration parameters for each 2D video capture (i.e., each camera lens) transported from the conference room to the conferencing server at the beginning of each session. Relevant intrinsic and extrinsic camera parameters can include lens numbers, layouts, positions, angles, radius, distortion, entrance pupil and resolutions.  

4 Potential Solution via SDP Signaling 

Alignment of the ITT4RT solution to be defined and what is in the FLUS spec is desirable.

Clause 4.5 of the FLUS specification in TS 26.238 describes the FLUS source system. Accordingly the MTSI instantiation of FLUS supports SDP-based description of the relationships among multiple streams in a FLUS source system identified using the SDP attribute a=3gpp-flus-system:<urn> and FLUS media stream to session mapping achieved using the SDP attribute a=group:FLUS. Further details can be found in Table 4.5-1 of TS 26.238.

One potential solution can be to adopt the FLUS signaling framework to provide the relationships among the 2D video captures to be used for network-based stitching in ITT4RT and amend the SDP-based signaling in Table 4.5-1 to also include the camera calibration parameters. The existing SDP syntax in Table 4.5-1 may be reused (e.g., a=3gpp-flus-configuration: which provides source system-specific configuration parameters for the source system) or a dedicated new SDP attribute (e.g., a= a=3gpp-flus-camera-configuration:) may be defined to explicitly signal the camera calibration parameters. 

The set of camera calibration parameters to be signaled can include lens numbers, layouts, positions, angles, radius and resolutions.  

Editor’s Note: Further details of this potential solution are TBD. 
5 Proposal
We propose to include the requirements in Section 3 and potential solution in Section 4 in the ITT4RT permanent document.
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