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1	Introduction
At the previous SA4 meeting and the following EVS SWG conference all on IVAS, several similar contributions [1, 2] on signal/track groups were presented. The current contribution presents the source’s views on these concepts.

2	Discussion
In [1], the concept of pass-through operation, i.e. the decoder is capable of outputting the same format as input to the encoder is criticized by referencing the object manipulation feature. By means of object manipulation, the IVAS decoder/renderer is able to manipulate e.g. level or location of audio objects independent of each other. This could be particularly useful for conferencing applications where individual participants are represented as audio objects. 

It is argued in [1] that supporting this feature in pass-through operation would limit the scalability of the codec with respect to bitrate for higher number of objects. The source agrees that in this case of course the total bitrate scales with the number of objects. Instead it is proposed in [1] to a) either define individual “track groups” per object to further allow per-object manipulation or b) give up this feature and leave it up to the codec to merge objects on its own discretion. 

[bookmark: _GoBack]For proposal a) the source does not understand how this concept is different from coding objects individually. For proposal b) it needs to be understood that first of all the feature of individual object rendering and/or manipulation can’t be any longer supported. This is clearly against the intention behind handing individual objects to the codec – why would one use individual objects if they are not needed in this representation? Second, it is considered clearly suboptimal to rely on the codec to do a kind of transformation or merging. The codec might not be aware of all necessary information to perform this task in an optimal way – the optimal way would obviously be application/service-specific. However, currently, there is not one single application/service envisioned for IVAS. Such an application/service must rely on a codec which is transparent with respect to the audio format. Thus, the decoder must be able to output this exact configuration, to e.g. pass it on or use it as input for rendering.  

Further on, by means of “signal groups” in [2] a similar concept as in [1] is proposed. The source’s understanding of [2] is to introduce additional metadata named “signal groups” to mandate certain characteristics for joint coding and rendering of audio input. This is motivated by “(possible) other attractive design options”. It is not clear to the source why this is proposed: There is already a way to control this by means of the input audio format (channel-based audio, scene-based audio, object-based audio) and their respective configuration (number of channels, order, number of objects) and combinations thereof, under the assumption that this configuration is kept through the encoder/decoder. It is first unclear to the source how eventually the principle of “signal groups” is different to the aforementioned audio formats. Second, it is again considered clearly suboptimal, if the codec is allowed to perform pseudo-intelligent transformation or merging without being aware of the respective application/service (see above). 
Instead, the concept of pass-through mode has the clear advantage that the main characteristics of the audio material, especially with respect to manipulation, playout or rendering remain unchanged through the codec. This would not be the case with the proposed “track groups” or “signal groups” if the codec is allowed to perform merging/transforming the audio content – with the side-effect of sacrificing quality and/or control. The only way to prevent this is to pass-through the input audio as is. 

3	Proposal
The source proposes to agree on the concept of pass-through operation for channel-based, binaural, scene-based and object-based audio and include this into [3]:

*** Start change 1 ***

The IVAS codec shall support pass-through operation for the following audio formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]
· Binaural audio
· Scene-based audio, first-order (FOA) and up to [N]-order Ambisonics. 
· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].
For pass-through operation, the decoder output format is identical to the encoder input format according to the following definition:

· Channel-based audio: For pass-through operation, the output channel configuration shall be the same as the input channel configuration (e.g. 7.1 input shall result in 7.1 output).
· Binaural audio: For pass-through operation, binaural audio input shall result in binaural audio output.
· Scene-based audio: For pass-through operation, scene-based audio input shall result in scene-based audio output of the same order as the input.
· Object-based audio: For pass-through operation, audio objects input shall result in audio object output of the exact same number of audio objects. Quantization might be applied to accompanying metadata, so not all metadata attributes might be preserved.
· For mixed formats, the same principle applies accordingly for the individual components.
*** End of changes ***
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