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Executive Summary
The EVS SWG conference call #58 on IVAS took place on May 6, 2019, at 15:00 CEST for about 2 hours, with a bridge/document sharing tool provided by Dolby. There were 20 participants and 10 input documents (including the agenda and 4 Tdocs that were not covered in SA4#103 and were re-submitted to this call). Four input documents were discussed and noted; a follow-up call (telco#59) was scheduled on Friday May 10, 2019 (same time and host) to treat 5 other documents.
1 Opening of the session: May 6, 2019, 15:04 CEST
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the EVS SWG teleconference call. Minutes were taken by the EVS SWG Secretary, Mr. Stéphane Ragot (Orange).
2 Approval of the agenda and registration/allocation of documents
The EVS SWG Chairman presented the agenda in AHEVS-451R1 (see Annex A of the present report). 
The EVS SWG Secretary commented that the telco number was #58 (as #56 and #57 took place before, in two different calls). It was commented that the two previous calls (#57 and #58) could have been seen as one telco in two sessions. The EVS SWG Chairman modified the telco number to #58 in the agenda that was displayed online.

The agenda was agreed. 
3 Progress work on IVAS-4 Design Constraints
Mr. Stefan Bruhn presented TD AHEVS-452 How to Deal With Positional Information of Immersive Capture Devices?, from Dolby Laboratories, Inc.
Comments / questions:

Mr. Stefan Doehla (Fraunhofer) asked if the previous comments from Fraunhofer (on the possibility to compensate rotations at the sending side) were addressed.  Mr. Stefan Bruhn (Dolby) clarified that the compensation of rotation in the sending device was addressed, and this was already the case in Dolby’s previous contribution in S4-190099. He stated that the issue remains, if compensation is done in sending device and if a receiving device likes to get the rotation of the acoustical scene, then it is a problem if the sending compensates it.  He commented that this was the reason to propose the possibility to signal rotational positions of the capturing device. He noted that there could be different approaches whether compensation is done in sending or in receiving, and the proposal leaves it open ; he emphasized that regardless whether compensation is done in the sending or receiving device, there is need to convey such positional data, to address multiple receiving devices. Mr. Stefan Doehla (Fraunhofer) summarized that the main issue to tackle is that there are devices that do not want to have compensation enabled in sending.
Mr. Lasse Laaksonen (Nokia) asked to clarify what type of devices and use case scenarios are targeted (e.g. mostly user terminal with spatial audio capture, audio only). Mr. Stefan Bruhn (Dolby) confirmed that the proposal makes sense if there is a spatial capture, in use cases where an experience is shared. He gave the example of a use case where one wants to explain someone the situation in which he/she is, go closer to an object that is captured acoustically and point the device on it.

Mr. Tomas Toftgard (Ericsson) could not understand why there would be a different desire to have rotation or not. He noted that in one case one would want to guide the listener to perceive rotation as in the capture side, and not in the other case. He asked why there would be different choices for the receiving device. Mr. Stefan Bruhn (Dolby) explained that if one  always does compensation in capturing device, there is no possibility to point to an acoustical source. He added that in a situation where one would like to convey this data, one could add the position of the capture device to make this available to the rendering device. He noted that one device may like to get this compensated, however if there is no video enabled for this device, it could make more sense not to keep it in a compensated way.
Mr. Tomas Toftgard (Ericsson) stated that if one wants to point to something only, it is interesting to have compensation also on the encoder side. Mr. Stefan Bruhn (Dolby) noted that there can be endless discussion on the type of use cases where it may be better to compensate or not, and he stated that this will depend on requirements of receiving devices. Mr. Tomas Toftgard (Ericsson) was not sure about this and he stated that this is the choice of sending whether to convey or not this data. He agreed that this information is needed if there are different choices for the receiving side.
Mr. Stefan Bruhn (Dolby) proposed in a first step to conclude that there may be certain cases when it is required to convey such information, and he emphasized that there may be competing needs of multiple simultaneously receiving devices. Mr. Tomas Toftgard (Ericsson) stated that it is enabling additional flexibility for listeners to decide the orientation, and he wondered if this is needed or not. Mr. Stefan Bruhn (Dolby) stated that the sending side may be free to include this optional spatial orientation data to the receiving end, and, if the sending device thinks that this information should not be provided, this information elements should not be used, in other cases when there is an advantage for the service to convey this data, it should be possible to provide it. He clarified that the proposal is not to mandate to have it, but there should some optional signaling elements depending on use cases.
Mr. Stefan Doehla (Fraunhofer) failed to see the need for having a design constraint for the IVAS codec to support such device orientation. He stated that if the movement is happening at the sending side, one would compensate it, and he did not think it can be done in the receiving side as good as in the sending side. He did not think that the proposal was in a status to be sufficiently ready to be added as a design constraint. Mr. Stefan Bruhn (Dolby) clarified that it is not proposed that the compensation must be made at the receiving end. He commented that past discussions have been well understood, and while Dolby preferred to have a signaling element among design constraints, the proposal is different : it is proposed to see if the identified problem is a real one, and if yes, to allow to find a solution. He emphasized that it is only one possible solution to have signaling elements for example in the IVAS RTP payload. He referred to bullet 2 of TD AHEVS-452, and he stated that the group should consider solution proposals for that problem ; he welcomed other proposals, and he stated that if there may no better proposal than adding signaling elements that we will convey this data.
Mr. Andre Schevciw (Qualcomm) commented on the first sentence of the proposed box (“There shall be the possibility to convey spatial orientation data of the sound capturing device to the receiving end”) and he asked to clarify what is it meant by “shall” and if this is the goal. Mr. Stefan Bruhn (Dolby) stated that some RTP payload format is defined for the IVAS codec that contains a signaling element, and the use of this element could be configurable by SDP to enable or disable it at session setup. He stated that this could be one possibility, but Dolby is also open to other proposals. Mr. Andre Schevciw (Qualcomm) asked if the proposal was really that IVAS shall support signaling. Mr. Stefan Bruhn (Dolby) confirmed that this was correct, if signaling is enabled.
The EVS SWG Chairman referred to bullet 3 of TD AHEVS-452 (“Select the best technical solution…”) and he asked if it is proposed to have a mini work item and how to handle the proposal. Mr. Stefan Bruhn (Dolby) clarified that this would not be worth a mini work item, and the typical way is to have an agenda item to work on solutions, get contributions and converge to something that makes most sense, and the outcome might be an update of IVAS-4 or a draft CR to include this feature if there is some specification existing. The EVS SWG Chairman summarized that the idea would be to process proposals to identify the problem and document the result. 

Mr. Nils Peters (Qualcomm) commented on the use case of one capture side and many receivers ; he considered the case of two or three capturing terminals sending to one receiver, and he asked if all sending devices would be synchronized for rotation and if there is a use case for that as well. Mr. Stefan Bruhn (Dolby) asked where would be the mixing of these scenes (in the receiver or in a conference bridge). Mr. Nils Peters (Qualcomm) suggested that mixing would be in the receiving device. Mr. Stefan Bruhn (Dolby) stated that this use case was not thought through, it could make more sense to turn off signaling so that there is no signaling of rotational position, and it may depend on rendering. He added that if audio streams connected to the source, one could still apply this kind of rotational positional change, and this would also be something to discuss further. He noted that this use case has not been considered in Dolby’s previous contribution (in S4-190099).

The EVS SWG Chairman asked if one can conclude that contributions including solution proposals are invited in a next step and it may be premature to decide on how to document results in step 3.

Mr. Stefan Doehla (Fraunhofer) stated that what is unclear to me is whether the problem outlined here is really important to tackle now. He commented that this is rather orthogonal to the IVAS work item and he suggested focusing on essential parts. He added that this is not a severe problem, but one should rather focus on getting IVAS done. Mr. Stefan Bruhn (Dolby) replied that there are many other important things to be done, and he commented that the proposal has been presented for a couple of times and there were no clear indications why this is not a problem to be addressed. He invited to have a constructive way forward, and he stated that the first thing is to agree that there is a problem to be solved. He highlighted that Dolby is open with respect to speed when a solution for that would be found and how it would be specified. He did not think that the group was doing a good technical job if the problem is said to be not important now and is forgotten.

The EVS SWG Chairman asked if there were other views whether we have a problem to solve. Answer: No. He commented that work is contribution driven, and if someone sees the need to address problem, it is welcomed, and he stated that it would be good to receive contributions on bullets 1 and 2.

Mr. Stefan Bruhn (Dolby) asked if the conclusion is that the group will work on step 2. The EVS SWG Chairman clarified that the conclusion is that the group can work with contributions for steps 1 and 2. He added that there were views that the problem is not very clear and there are other priorities. He invited those who believe that there is a problem to go ahead and propose a solution. He concluded that the group can get contributions on both bullets 1 and 2.
Mr. Tomas Toftgard (Ericsson) stated that it would help to describe why a solution is needed, and this is something on bullet 1 as well. He commented that a solution may not be needed and it is important to consider bullet 1. Mr. Stefan Bruhn (Dolby) stated that the group would go in circle in this case, and he recalled that Dolby has provided a use case discussion on when it would be needed, he heard from Ericsson that this is something that could be needed.
The EVS SWG Chairman stated that one possible way on bullet 1 is to see how the IVAS WID matches with this proposal, and he stated that people could think about how the WID would dictate priority to handle this matter. Mr. Tomas Toftgard (Ericsson) commented that WID is not that detailed that it would handle things like this. He commented on the proposed use case and he noted that now one could have the data on or off at the encoder, and he did not know if one can have it at the decoder. He also commented on the video or audio only variants, and stated that Ericsson has not studied this and he wondered if Dolby has studies on this. Mr. Stefan Bruhn (Dolby) stated that the benefit is in some cases when one has no video and one does not know what is happening and may not be to be too free to change the acoustical scene. He referred to the description and he was afraid the discussion was going in circles. Mr. Tomas Toftgard (Ericsson) commented that it is not needed to repeat that.
Conclusion:

TD AHEVS-452 was noted.
Mr. Stefan Bruhn presented TD AHEVS-453 On IVAS Default Renderer Output Format Performance, from Dolby Laboratories, Inc.
Comments / questions:

Mr. Tomas Toftgard (Ericsson) commented that multichannel has only one box, and it is only pass-through (5.1 to 5.1). Mr. Stefan Bruhn (Dolby) stated that the output format is about getting a certain experience, and one has the possibility to put out multichannel, mono and stereo which can be rendered directly, and other outputs are not considered here.

Mr. Tomas Toftgard (Ericsson) stated that if configurations with height cannot have the same requirement. Mr. Stefan Bruhn (Dolby) clarified that the requirement for a 7.1 input is on a 7.1 output; he noted that one may discuss what should be done if a configuration is not matching, if one wants something that does not exclude the conditions that need to be tested. He stated that one should start with the same configuration, and if the input is 7.1 then the output requirement would also be 7.1.
Mr. Tomas Toftgard (Ericsson) stated that depending on the number of channels, the requirements could be different for different bit rates, and it depends on how requirements are defined. He added that one may use a kind of top-down approach by adding further details related to testing. He also commented that one may have several configurations where requirements or objectives are defined and tested later in characterization to allow more flexibility.
Mr. Milan Jelinek (VoiceAge) asked to explain the difference when testing binaural audio and stereo and whether it is assumed for binaural audio that testing would be done over loudspeakers. Mr. Stefan Bruhn (Dolby) referred to the discussion in SA4#103 and he stated that even if there is a binaural input, there should be the possibility to have stereo on tablet speakers, or just two stereo speakers. He added that for mono, if there should be such a feature, there should be some defined requirements. He noted that no requirement is proposed but the proposal is to have a placeholder.

The EVS SWG Chairman commented on the table with coder configurations and he asked how bit rate would be considered. He asked if this would be a slice of a multidimensional table at a particular bit rate. Mr. Stefan Bruhn (Dolby) commented that bit rate is a further dimension that is not displayed, and there are various slices for different bit rates.
Mr. Andre Schevciw (Qualcomm) asked why scene-based was in brackets. Mr. Stefan Bruhn (Dolby) clarified that this was a typo.
Mr. Nils Peters (Qualcomm) commented that no reference condition is specified. Mr. Stefan Bruhn (Dolby) clarified that ‘tbd’ will be replaced by the reference condition and he stated that this is for further discussion to see if a requirement (e.g. not worth than…) or an objective is defined.
The EVS SWG Chairman invited to comment about the structure of the document.
Mr. Tomas Toftgard (Ericsson) noted that the aim is to propose a structure and it was confirmed that the contents would be more detailed later on, he wondered if the form could be later changed as well. 

The EVS SWG Chairman suggested to the Source to bring a new document to explain how to handle various aspects of the coder. Mr. Stefan Bruhn (Dolby) asked if this would be for the next SA4 meeting in Cork, to see the proposal again with an update to IVAS-3. The EVS SWG Chairman stated that this could be for the next EVS SWG call, depending on the Source.
Mr. Stéphane Ragot (Orange) stated that the proposal defined good principles to set requirements on all operation points, and he wondered how it could handle not only bit rates, but also DTX, channel conditions, etc. Mr. Stefan Bruhn (Dolby) stated that it makes sense to see how to update the proposal.
Mr. Markus Multrus (Fraunhofer) commented on the table which brings similar discussions as for design constraints, he commented on the output format to be supported, and he suggested first concluding on this aspect in design constraint, before putting such a table in performance requirements.
Mr. Stefan Bruhn (Dolby) stated that design constraints related to “shall” requirements for the codec, while this kind of discussion is more flexible in performance requirements where certain things are not requirements or objectives, and there is further flexibility to indicate that certain things would not be tested during codec selection or qualification, there is more headroom to see what is important or not.
Mr. Markus Multrus (Fraunhofer) preferred to conclude first on design constraints and then see what to test. He commented that there are many dimensions (bit rates, DTX, content…).
Mr. Andre Schevciw (Qualcomm) stated that this conflicts a bit with rendering testing and coding modes, he referred to VRStream and he suggested testing all bit rates for a given rendering capability. Mr. Stefan Bruhn (Dolby) stated that this is still an ongoing discussion how testing would be done for IVAS, he noted that for things that can be rendered directly there are shared opinions, and it makes sense if the input is 7.1 to test on a 7.1 loudspeaker configuration. He stated that the question about testing scene and object-based inputs is different and very open. Mr. Andre Schevciw (Qualcomm) preferred to list “bit rates tbd”, “codec tbd” at least for pass-through, and he invited more definition of exact testing.
Conclusion:

TD AHEVS-453 was noted. 

Mr. Stefan Doehla presented TD AHEVS-454 Reference Conditions for IVAS Testing, from Fraunhofer IIS
Comments / questions:

Mr. Lasse Laaksonen (Nokia) commented on the case of object input where pass-through is specified for object metadata; he noted that it is not specified whether objects will be mono, and he asked to clarify whether the typical understanding is that objects will be mono. Mr. Stefan Doehla (Fraunhofer) stated that mono is the simplest case and if one goes beyond mono the same concept would apply here with multiple instances.
The EVS SWG Chairman asked to clarify if the processing described in this contribution is proposed as the only way to create a reference. Mr. Stefan Doehla (Fraunhofer) stated that this is not what is proposed, and there are many operating modes where one would need to define a reference, the proposal tries to fill this gap.

Mr. Stefan Bruhn (Dolby) stated that the first picture with loudspeakers could be well understood and he wondered if signals are also put directly to loudspeakers for scene and object-based audio. Mr. Stefan Doehla (Fraunhofer) stated that this is a different discussion about rendering and presentation, and the proposal is about creating references for a pass-through mode, and it is a different discussion if rendering is required.
Mr. Stefan Bruhn (Dolby) stated that the proposal is based on pass-through which is not an agreed concept, and one needs to get the complete picture. He stated that in the end subjects have to listen to signals, to see what is the performance. 

Mr. Stefan Doehla (Fraunhofer) stated that the proposal is about generating conditions that can be used as input signals to a rendering chain (e.g. for head-phone listening) and this is to be able to define performance requirements based on multiple instances of EVS.
Mr. Stefan Bruhn (Dolby) stated that Dolby can only agree on a reference condition there is the complete picture from the input to the way the signal is rendered on loudspeakers or headphones, and this proposal lacks this essential part.
Mr. Stefan Doehla (Fraunhofer) agreed that the proposal does not contain performance requirements, and he stated that the proposal is an encouragement to all parties in IVAS to define the procedure to be used when setting performance requirements.
Mr. Stefan Bruhn (Dolby) noted that the proposal is just using EVS, and he asked if the source was open to use other codecs, even reference codecs in the market place that have multichannel coding capability. Mr. Stefan Doehla (Fraunhofer) stated that multiple codecs may be used to define performance requirements, however the proposal is to see what  could be done with EVS, because IVAS is a natural evolution of this codec, and EVS would be reference of choice for a requirement for audio. He stated that it is logical to use EVS multimono to do IVAS, and IVAS solution would need to be able to compete with this mock up, which explains the choice of EVS. Mr. Stefan Bruhn (Dolby) noted that the objective would to be to have something better than EVS, which this is main point of the IVAS exercise; he commented that operating the EVS codec with the same bit rate throughout all items does not appear attractive. He stated that if he was tasked to offer the best possible system with EVS he would discard this approach from the beginning. Mr. Stefan Doehla (Fraunhofer) stated that bit rates are those that could be fixed to have a good reference, for different operating points one might pick a different cell in those tables; he did not see any issue.

Mr. Stefan Bruhn (Dolby) stated that the proposal is not an attractive reference. Mr. Stefan Doehla (Fraunhofer) pointed to Table 2, with the cell corresponding to 16 channels and 64 kbit/s EVS, which is not 1Mbit/s IVAS but this could be used for 256 kbit/s IVAS coding and this would be what is attractive and realistic to be able to meet.
Mr. Stéphane Ragot (Orange) referred to the previous input from Orange on EVS multimono for scene-based, where EVS multimono was not seen as a good reference. He referred to S4-190239. Mr. Stefan Doehla (Fraunhofer) stated that the performance of EVS is well known, and the issue is the choice of the right bit rate, he commented that the EVS SWG members are all experts in the field to know what can be used, and he did not see this as an issue.
Conclusion:

TD AHEVS-454 was noted. 
Mr. Stéphane Ragot presented TD AHEVS-455 Proposals for IVAS performance requirements, from Orange
Comments / questions:

Mr. Stefan Doehla (Fraunhofer) commented that the focus is on stereo aspects  Mr. Stéphane Ragot (Orange) clarified that this is good area to start with and he noted that the contribution reviews the dual mono approach used in ITU-T. He commented that it would be a different story for other input types than stereo.
Mr. Stefan Doehla (Fraunhofer) asked what would be considered beyond stereo. Mr. Stéphane Ragot (Orange) was not sure multimono was the best approach and he noted that FS_COVRA approaches with matrixing could be used.
Mr. Stefan Doehla (Fraunhofer) commented that the proposal by Fraunhofer was not to use the same bit rate for the reference as for IVAS but also bit rate can be higher. Mr. Stéphane Ragot (Orange) pointed to EVS performance requirements where existing codecs like  AMR or AMR-WB were mainly used for NB and WB but other codecs were also considered for some bit rates and for SWB. He emphasized that in some cases one may find better minimum bars than multimono EVS.
Mr. Tomas Toftgard (Ericsson) asked to clarify why EVS multimono is not appropriate.
Mr. Stéphane Ragot (Orange) stated that EVS multimono is not the only reference to consider. Mr. Tomas Toftgard (Ericsson) agreed that there could be other reference conditions, and he stated that one needs to define a reference point, and if a codec can span from excellent to bad, one can select what is a good target for IVAS.
Mr. Stefan Bruhn (Dolby) commented on reference codecs that are not EVS, and he stated that in general it would be quite important at least for stereo and lower-order ambisonic to use some reference codecs which reflect what is being done in the market. He took the example of Opus. He could understand that criteria would be defined considering external (non-3GPP) references.
Mr. Stéphane Ragot (Orange) commented that the main constraint is to use reference codecs from 3GPP, ITU-T, etc. that are open, with shared source code that anybody can check, and similarly to what was used for EVS the question is get the same code and executables for testing.
The EVS SWG Chairman commented on the proposal to send an LS to RAN1/RAN2 to get radio profiles. He stated that one would have to ask specific questions and at the same time companies need to provide radio profiles for testing, and one has to consider the possibility that there is no input.
Mr. Stéphane Ragot (Orange) recalled that this part of the contribution was also handled at SA4#103 with an LS sent to SA2 and RAN1, RAN2. He assumed that the RAN groups will reply.

The EVS SWG Chairman stated that LS has to be sent when one knows what is expected from RAN groups and the current contact is on general level, and one has to make it more detailed later, if companies in SA4 want to provide profiles. He commented that it is good to have a preliminary contact. Mr. Stéphane Ragot (Orange) noted that there were specific questions that could be helpful in the LS sent from SA#103. The EVS SWG Chairman commented that they may not be sufficient, when getting to specific testing.
Mr. Andre Schevciw (Qualcomm) commented on section 2.3 where volunteers would provide reference VRStream references, he asked if this would also apply for EVS or AAC based solutions.  Mr. Stéphane Ragot (Orange) clarified that these references would not be considered if SA4 does not get the associated reference code.
Conclusion:

TD AHEVS-455 was noted 

TD AHEVS-456 On the need to keep IVAS standardization focused, from Dolby Laboratories, Inc. was not treated. 

TD AHEVS-457 IVAS Output Formats, from Fraunhofer IIS was not treated. 

TD AHEVS-458 IVAS encoder interface for expected playback format, from Ericsson LM was not treated. 

TD AHEVS-459 IVAS encoder control of head-tracking, from Ericsson LM was not treated. 

TD AHEVS-460 IVAS encoder control of binauralization, from Ericsson LM was not treated. 

The EVS SWG Chairman commented that there were documents left, and he stated that one could set up a second call on these 5 documents or allocate them to the already scheduled June 13 EVS SWG telco which would take place after more than one month.

He stated that there could be new contributions for June 13, and he preferred scheduling another date for a new call. After some discussion the following telco was agreed:

EVS SWG telco#59, Friday May 10, 2019, 15:00-17:00 CEST, same host
Mr. Stefan Bruhn (Dolby) asked if there were no new input documents. The EVS SWG Chairman confirmed that there would be no new contributions allowed.
4 AoB
None.
5 Close of the call: May 6, 17:05 CEST 
The EVS SWG Chairman closed the meeting. 
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