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1. Introduction
[bookmark: _GoBack]During SA4#100 “Binaural audio” was added to the design constraints in IVAS-4 v0.0.6 as an [input] format that shall be supported. At SA4#102 it was requested to add an Editors note to explain what “Binaural audio” is. Three proposals have been provided by Dolby, Fraunhofer and Orange, which have been presented and discussed, in the two EVS SWG calls since SA4#102. Unfortunately, no agreement could be obtained for such an Editors note. The source proposes to review the support of binaural audio in other specifications and thinks this may help to come to a compromise. A proposal is given for the “Binaural audio” Editors note in the Encoder Input Formats box of IVAS-4.
2. Background
In MPEG-D MPEG Surround [1], binaural audio is supported as an encoder input format. In Subclause 4.3.1.7, Binaural and 3D stereo decoding, this is described.
“The MPEG Surround system can be operated in a binaural / 3D stereo mode. This enables a multi-channel impression over headphones by means of Head Related Transfer Function (HRTF) filtering. Two modes of operation can be distinguished, 3D stereo and binaural decoding. In the former, the binauralization is done on the MPEG Surround encoder side, and hence no decoder processing is required for stereo listening. For normal MPEG Surround decoding, the binaural encoded downmix is inverted similarly to the inversion of the matrixed compatible downmix. The basic principle is outlined in the following figure.”
[image: ]
Note that in MPEG Surround the transmission of HRTF parameters is optional. For some applications it may be needed to reverse the binaural processing in the decoder, whereas for other applications the binauralized signal will be used directly.
In the 3GPP SA4 study on surround sound, documented in TR 26.950, see [2], the support of binaural audio as an input format was also described, see Clause 4, Use Cases:
 “Alternatively, the surround sound content may be presented to the server as a binauralized stereo signal. In this case, the server would encode the surround sound as an artistic downmix (which is also referred to as Binaural Virtual Surround effect). No additional processing would be required when listening over headphones. However, this alternative format would have several implications:
· When playing over stereo or multichannel loudspeakers, the decoder would have to remove the binauralization effect. Some signalling would be needed to indicate that the downmix is binauralized stereo signal.
· This alternative format would not offer mono/stereo backward compatibility to existing 3GPP audio codecs, especially when listening over loudspeakers.”

Also MPEG-H 3D Audio [3] supports the encoding of binaural signals. In Subclause 4.2, one of the coding options is described as: “Prerendered objects: Object signals are pre-rendered and mixed to multi-channel or HOA signals before encoding, as appropriate.”
[image: ]
Note that the binaurization will be done in the Prerenderer/Mixer block and may be fed via the “Channels + Prerendered Objects”interface to the MPEG-H 3D Audio Core Encoder.
To support the view that binaural audio is different from regular stereo it is the opinion of the source that the definition of binaural recoding on Wikipedia [4] is also relevant:
“The term "binaural" has frequently been confused as a synonym for the word "stereo", and this is partially due to a large amount of misuse in the mid-1950s by the recording industry, as a marketing buzzword. Conventional stereo recordings do not factor in natural ear spacing or "head shadow" of the head and ears, since these things happen naturally as a person listens, generating their own ITDs (interaural time differences) and ILDs (interaural level differences). Because loudspeaker-crosstalk of conventional stereo interferes with binaural reproduction, either headphones are required, or crosstalk cancellation of signals intended for loudspeakers such as Ambiophonics is required.”
3 Conclusions
It is the opinion of the source that support of binaural audio as an encoder input format is common in the industry and that signaling is required to distinguish it from regular stereo. To be able to present binaural audio to other transducers than headphones HRTF/BRIR data may be used to invert the binaurization.
4 Proposal
The source proposes the following definition:
Binaural audio corresponds to spatial encoding of a soundfield and it is primarily intended for listening over headphones. In terms of spatial encoding binaural audio may be natural (truly recorded with microphones) or artificial (using HRTFs). Binaural audio may be associated with control data to be able to invert the binaurization.
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Figure 8 — 3D stereo decoding of MPEG Surround
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Figure C.1 — Block diagram of the 3D-Audio encoder




