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1
Decision/action requested

SA3 is requested to consider the proposal in this discussion paper and approve the associated pCR (S3-194382) for conclusion of KI #22 in TR 33.855
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3
Rationale

The pCR provides an overview of key SA2 concepts that helps us in evaluating the usefulness of delegating authorization aspects to SCP in Model D scenario.
4
Analysis and Proposal
4.1 Summary of SCP deployment examples

Two common SCP deployment models:

a) An SCP based on service mesh

b) NFs and SCPs are in different deployment units
Clauses 4.1.1 and 4.1.2 are adapted from Annex E of TS 23.501.
4.1.1 An SCP based on service mesh
In this deployment example, an SCP Service Agent, i.e. a service communication proxy, is co-located in the same deployment unit with 5GC functionality (e.g. an NF, an NF Service, a subset thereof such as a microservice implementing part of an NF/NF service or a superset thereof such as a group of NFs, NF Services or microservices) and provides each deployed unit (e.g. a container-based VNFC) with indirect communication and delegated discovery.
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Figure 4.1.1-1: Deployment unit: 5GC functionality and co-located Service Agent(s) implementing peripheral tasks (Figure G.2.1-1 in TS 23.501)
4.1.1.a
NFc and NFp connected to the same SCP/Service Mesh
Figure 4.1.1.a-1 shows an SCP connected to both 5GC functionalities A (for e.g. NFc) and B (for e.g. NFp). 
For SBI-based interactions with other 5GC functionalities, 
a) a NF onsumer (5GC functionality A) communicates through its Service Agent via SBI.
b) Its Service Agent discovers and selects a target producer based on the request and routes the request to the producer's (5GC functionality B) Service Agent. 
In this deployment, the SCP manages registration and discovery for communication within the service mesh and it interacts with an external NRF for service exposure and communication across service mesh boundaries. 
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Figure 4.1.1.a-1: SCP Service mesh co-location with 5GC functionality (Figure G.2.1-2 in TS 23.501)
4.1.1.b NFc and NFp are in different SCPs
In cases of communication across the boundaries of a service mesh, the service mesh routing the outbound message knows neither whether the selected producer is in a service mesh nor the internal topology of the potential service mesh where the producer resides.

a) Given a request sent by A, A's Service Agent will perform producer discovery and selection based on the received request.
b) If the selected producer endpoint (e.g. D) is determined to be outside of Service Mesh 1, A's Service Agent routes the request to the Egress Proxy. 
c) For a successful routing, the Egress Proxy needs to be able to determine the next hop of the request. In this case, this is the Ingress Proxy of Service Mesh 2. The Ingress Proxy of Service Mesh 2 is, based on the information in the received request and its routing policies, able to determine the route for the request. 
d) Subsequently, D receives the request.
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Figure 4.1.1.b-1: Message routing across service mesh boundaries (Figure G.2.2-1 in TS 23.501)
4.1.2
NFs and SCPs are in different deployment units

The 5GC functionality and SCP are deployed in independent deployment units.

The SCP interfaces (1), (2) and (3) are service based interfaces. SCP itself is not a service producer itself, however acting as http proxy it registers services on behave of the producers in NRF. Interface (2) represents same services as (1) however using SCP proxy addresses. Interface (3) is interfacing NRF e.g. for service registration on behalf of the 5GC functions or service discovery.
For SBI-based interactions with other 5GC functions, a consumer communicates through a SCP agent via SBI (1). SCP agent selects a target based on the request and routes the request to the target SCP agent (2). What routing and selection policies each SCP agent applies for a given request is determined by routing and selection policies determined by the SCP controller using for example information provided via NRF (3) or locally configured in the SCP controller. The routing and selection information is provided by the SCP controller to the SCP agents via SCP internal interface (4). Direct communication can coexist in the same deployment based on 3GPP specified mechanisms
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4.2
NF Sets and NF Service Sets
Following text is borrowed from different clauses in TS 23.501

A Network Function instance can be deployed such that several network function instances are present within an NF Set to provide distribution, redundancy and scalability together as a Set of NF instances. The same is also supported for NF Services. This can be achieved when the equivalent NFs and NF Services share the same context data or by Network Function/NF Service Context Transfer procedures as specified in clause 4.26 of TS 23.502 [3].

NOTE:
A NF can be replaced by an alternative NF within the same NF Set in case of scenarios such as failure, load balancing, load re-balancing.
Such a network reliability design shall work in both communication modes, i.e. Direct Communication and Indirect Communication. In the Direct Communication mode, the NF Service consumer is involved in the reliability related procedures. In Indirect Communication mode, the SCP is involved in the reliability related procedures.

Equivalent Control Plane NFs may be grouped into NF Sets, e.g. several SMF instances are grouped into an SMF Set. NFs within a NF Set are interchangeable because they share the same context data, and may be deployed in different locations, e.g. different data centers.

A Control Plane NF is composed of one or multiple NF Services. Within a NF a NF service may have multiple instances. These multiple NF Service instances can be grouped into NF Service Set if they are interchangeable with each other because they share the same context data.

The NF producer instance is the NF instance which host the NF Service Producer. When the NF producer instance is not available, another NF producer instance within the same NF Set is selected.
When multiple NF Service instances within a NF Service Set are exposed to the NF Service consumer or SCP and the failure of NF Service instance is detected or notified by the NRF, i.e. it is not available anymore, the NF Service consumer or SCP selects another NF Service instance of the same NF Service Set within the NF instance, if available. Otherwise the NF Service consumer or SCP selects a different NF instance within the same NF Set.
4.3
Binding, Selection and Reselection
Clause 6.3.1.0 of TS 23.501 introduces requirements and principles for binding, selection and reselection.  

Binding can be used to indicate suitable target NF producer instance(s) for NF service instance selection, reselection and routing of subsequent requests associated with a specific context. This allows the NF producer to indicate that the NF consumer, for a particular context, should be bound to an NF service instance, NF instance, NF service set or NF set depending on local policies and other criteria (e.g. at what point it is in the middle of a certain procedure, considering performance aspects etc).

The NF service producer may provide a binding indication to the NF service consumer as part of the Direct or Indirect Communication procedures, to be used in subsequent related service requests. The level of binding indication provided by the NF service producer to the NF consumer indicates if the producer is either bound to NF service instance, NF instance, NF Service Set or NF set as specified in Table 6.3.1.0-1. The binding indication may include NF Service Set ID, NF Set ID, NF instance ID, or NF service instance ID, for use by the NF consumer or SCP for NF Service Producer (re-)selection. If the resource is created in the NF Service Producer, the NF Service Producer provides resource information which includes the endpoint address of the NF service producer.

Table 6.3.1.0-1: Binding, selection and reselection

	Level of Binding indication
	The NF Consumer/SCP selects
	The NF Consumer/SCP can reselect e.g. when selected producer is not available
	Values for Binding ID(s) available for selection and re-selection

	NF Service Instance
	The indicated NF Service Instance
	An equivalent NF Service instance:

-
within the NF Service Set (if applicable)

-
within the NF instance

-
within the NF Set (if applicable)
	NF Service Instance ID, NF Service Set ID, NF Instance ID, NF Set ID

	NF Service Set
	Any NF Service instance within the indicated NF Service Set
	Any NF Service instance within an equivalent NF Service Set within the NF Set (if applicable)

(Note 2)

	NF Service Set ID, NF Instance ID, NF Set ID

	NF Instance
	Any equivalent NF Service instance within the NF instance.
	Any equivalent NF Service instance within a different NF instance within the NF Set (if applicable)
	NF Instance ID, NF Set ID

	NF Set
	Any equivalent NF Service instance within the indicated NF Set
	Any equivalent NF Service instance within the NF Set
	NF Set ID

	NOTE 1:
if binding indication is not available, the NF Consumer/SCP routes the service request to the target based on routing information available.

NOTE 2:
NF Service Sets in different NFs are considered equivalent if they include same type and variant (e.g. identical NF Service Set ID) of NF Services.


Clause 6.3.1.0 of TS 23.501 specifies NF Discover and selection aspects with Indirect communication
For indirect communication shown in Annex E, the SCP performs the following functionalities regarding Network Function and Network Function Service discovery and selection:

-
If the request sent by NF consumer includes a binding indication, the SCP shall route the service request to the requested target as specified in Table 6.3.1.0-1. If the binding indication does not exist, the SCP may get the NF Set ID from the NRF or local configuration (if available). If the producer had responded with a binding indication, then the NF consumer shall include the same binding indication for subsequent related requests
Clause 4.17.12 of TS 23.502 specifies the corresponding call flows for Binding between NF service consumer and NF service producer: 

· Binding created as part of service response: 
Producer may return a binding information to the consumer in a service response; consumer stores the received binding and uses it for subsequent related requests. Producer may update the binding indication and resource information in subsequent responses.


· Binding created as part of service request: 
Consumer may include binding information if it can also be a NF service producer for later communication from the contacted producer.


· Binding for subscription requests:
Binding can be created as part of the implicit subscription request: in this case, Producer returns a binding indication in the response to the service request that creates the implicit subscription, to be used for subsequent operations on the subscription.
Clause 5.2.3.2.1 of TS 29.500 specifies two new custom HTTP headers to signal binding indication in the service request.
	3gpp-Sbi-Server-Binding
	Subclause 5.2.3.2.x
	This header is used in a service request to signal binding information to direct the service request to an HTTP server which has the targeted NF Service Resource context (see clause 6.x).

	3gpp-Sbi-Client-Binding
	Subclause 5.2.3.2.y
	This header is used to signal binding information related to an NF Service Resource to a future consumer (HTTP client) of that resource (see clause 6.x).


- Server-Binding is used in a service request, to signal binding information to direct a request to an HTTP server which has the NF Service Resource context.

- Client-Binding is used in a service request or in a service response, to signal binding information of an NF Service Resource to a future consumer (client) of that resource. 

4.2
Analysis
a. SCP’s role in Model D
In Model D deployments, all NF service consumer service requests to a NF service producer, goes via the SCP. 
The SCP is more than just a message router. The SCP interacts with the NRF to peform discovery and selection of the target NF Service Producer Instance. 

In the service mesh scenario, the SCP manages registration and discovery for communication within the service mesh and it interacts with an external NRF for service exposure and communication across service mesh boundaries.
b. Initial request from the NF consumer
In model D the consumer sends the initial request to the SCP w/o any selection. 

For the initial service request from the NF service consumer, 
· the SCP performs discovery and selection of the target NF Service Producer instance. 
· SCP uses NF service discovery factors (present in the "nf-disc-factors" query parameter of the HTTP/2 Request message) to perform NF service discovery procedures on behalf of the NF service consumer. 
· The SCP then selects a target NF Service Producer Instance that can provide the required service to the NF service consumer.
· As part of the discovery procedure, the SCP may get the NF Set ID from the NRF or local configuration (if available). and then specific instance within the set.
If NF consumer were to ask for an access token request model D, it is inefficient to follow the approach that the consumer asks in advance for a token for a target NF type. 

· This approach assumes that all producer of the same type follows the same authorization policies. 

· This might not be the case even in the same slice instance. One usage of sets, besides enhanced resiliency, load (re)balancing, is to allow for sets of producers with each set specialized for a specific activity, including dedicated authorization policies to access the set. It is therefore important to be able to have authorization at the granularity of NF Set.
The most used producer granularity in Rel. 16 is a Set. Failures and/or producer un-stickiness for load (re)balancing can easily be handled by a token for a producer set in all models B, C, D.
c. Subsequent requests from the NF consumer 
In Model D, subsequent requests is sent to the SCP. The SCP forwards the request to the point indicated by the producer (binding indication) and included in the consumer request. 

From the Binding table in TS 23.501 (Figure 6.3.1.0-1) in Model D scenarios, the SCP will select an NF Service Instance based on the binding indication provided by the NF consumer. However, the SCP might decide to reselect based on binding info.
For e.g. of the binding indication suggested “NF Instance”, the SCP will select any equivalent NF Service instance within the NF instance. However, the SCP may also reselect an equivalent NF Service instance within a different NF instance within the NF Set (if applicable).

If the SCP reselects, then the original access token may have to be discarded and new access token obtained by the SCP.
4.3
Proposal
1. Delegate access token requests to SCP for initial requests. 
· The SCP connected to the NF consumer obtains an access token once selection is performed. This enables SCP to obtain access token at the required granularity

2. Return access token in the service response to the requesting NFc

· This allows SCP on the consumer side to be stateless

· NFc then uses it for subsequent requests (along with binding indication provided in the service response)
· NFc can store the access token in a different microservice of the same deployment unit.
3. For subsequent requests, the SCP reuses the access token (if provided by NFc) unless there is a need to obtain a new one for any reason (for e.g. if reselection performed). 
4. The NF producer verifies the access token unless deployments allow SCP to be a side-car proxy (in service mesh for e.g.) which might allow SCP to verify all claims in the access token.
5
Conclusion

It is requested that SA3 agree on the proposal and approve the corresponding pCRs (S3-194382) for conclusion section of the TR [2].
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