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Decision/action requested

Please accept the requirements and the proposed pCR for TR 33.899.
2
References

3
Rationale

In 5.8.3.1.1, a basic requirement of slicing network described is the isolation between slices and network slices need to be isolated from each other in robust way.
It is described also in this section that a single NG-UE or companion NG-UEs could to be able to access more than one slice, introducing possible breach at the NG-UE side.

This contribution proposes some new requirements on the isolation for network slicing, at the Network side and NG-UE side.

3.1 Isolation at network side
A network slice is a graph of network functions (VNF, PNF, VSF) connected together to build a E2E network with specific requirements and capabilities
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Several Network functions may be common to different slices.







In the figure above, VNF1, VNF2 and VNF3 are the common functions. VNF4 and PNF1 are the dedicated functions of the network slice 1. VNF5 and PNF2 are the dedicated functions of the network slice2.

Network slice isolation implies that all process and data handles by the network slice 1 are not shared with the network slice 2. To achieve this goal a specific care shall be made on the common VNFs. In these VNFs, the data flow coming from the network slice 1 components shall not be mixed with the data flow coming from the network slice 2 components. A specific design of this VNF and instantiation of these VNFs shall ensure this separation. For these VNFs the following requirements shall apply:
REQ1: When a VNF is common to several slices, it shall be instantiated separately for each slice on the virtualized infrastructure. 

REQ2: The Virtualized infrastructure shall ensure separation of the VMs of each VNF instance.

REG3: The Virtualization Infrastructure Manager shall guaranteed for each VNF instance a prescribed  minimum resources and shall allow for each VNF instance a use of resources within the prescribed maximum level of resources.This applies also for resources to run security protocols. 

REQ4: The Network slice manager should authenticate the platform and check the capability of isolation of the platform before instantiation of the network slice.

REQ5: If a common component is a PNF, the PNF shall have the capability to isolate the process and the data for each slice, and shall have capability to control the access to process and data. If the PNF hasn’t this capability, the PNF shall be physically duplicated.

REQ6: The virtual links connecting the VNFs shall be dedicated for each slices and logically isolated even if this link connects two common VNFs (red link on the figure).

Remark: The REQ1 probably implies that the REQ5 is automatically fulfilled as the common VNFs are instantiated separately.
To avoid malicious VNF to be introduced in a network slice instance, there is a need to authenticate and check the integrity of the VNF when introduced in the network slice instance by the network slice manager.

REQ7: All VNFs to be part of a network slice shall be authenticated and their integrity verified before their instantiation in the network slice. 

For some virtual functions, embedding security functions (VSF), the isolation at the VM level could be not sufficient.
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The figure above represents a Virtual Network Function. The VNF Instance uses virtualized resources (e.g. Compute, networking and storage). The VNF Instance is composed of VNF Components (VNFCs) that are instantiated on virtualization Containers (VC) that are Virtual Machines. The VNFC could use also optional virtual storage. Each VNFC executes a part of the VNF application software. The connection of VNFCs internally of the VNF Instance is done through internal Virtual links. The VNF Instance provides external connection points that enable the connection of the VNF to other VNFs or PNFs in the network slice.

There could be in some VNFs some critical part that need strong security and for which a strict isolation is needed. For these components, an instantiation in security enclaves, protected by hardware isolation could be necessary.

Here is below a VNF with such security requirements:


In this figure the VNFC2 is a critical part of the VNF for which the processing and the data are completely isolated from the other VNFC. The VNFC2 is then instantiated in a security enclave and the internal connection point corresponds to the entry point and output point of the enclave.

In an Intel Architecture, the enclaves may be designed using SGX architecture. In ARM architecture the security enclave may be implemented in the trusted part of Trustzone. In this latter architecture, the VNFC2 is a secure Application running in the trusted part.

These are only example and the system shall allow different implementations.

There could be a need to put the entire VNF in the security enclave in this case different possibilities are represented in the figures below:

First case:


In this case, there is separation of the processes into several enclaves and process and data of VNFC1 is totally isolated from processes and data of VNFC2 and VNFC3. But in this case, the virtual links connecting the VNFC are not part of the security enclave.

Second case: 






In this case the entire VNF is design in one component running in a security enclave. In this case, the entire VNF is protected.

This results in several requirements for the system and NFVI:

REQ8: It shall be possible to instantiate one or more components of a VNF in one or more security enclaves.

REQ9: It shall be possible to describe in the descriptor of the VNF the instantiation in one or more security enclaves.

REQ10: It shall be possible to describe the connection points of a VNFC component as entry point or output point of a security enclave.

REQ11: It shall be possible to describe the external connection points of a VNF as entry point or output point of a security enclave.

REQ12: The description of VNF and connection points shall be generic and independant of the underlying processor and associated security enclaves.

3.2 Isolation at NG-UE side

As described in 5.8.3.1.2, there could be data leakage between slices when the NG-UE (or the companion NG-UE) is accessing more than one network slice. And it is important to maintain the isolation between the slices on the UE.

When the NG-UE is accessing a slice it connects to an end point of the network slice as described in the figure below:
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When the NG-UE, is accessing multiple slice, it is connected to the end point of the two slices as described in the figure below:
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When the NG-UE is accessing multiple slices, it shall then ensure that there is an isolation of the data and processing of the data related to one slice with data and processing of the data related of other slice. A requirement shall be added in the list of potential requirements already identified in the section 5.8.3.1.3:
REQ13: Before authorizing a UE to connect to an additional slice, it shall be possible to check the security level of isolation of data and processing offered by the UE through e.g a certification attestation.

If a NG-UE can access multiple slices simultaneously and these slices have different security levels, a separate authentication should be done to avoid authentication on a “lower security slice” to be allowed to access to “higher security slice”. 

REQ14: When a NG-UE access multiple slices simultaneously, the NG-UE shall be authenticated for each network slice separately 
4
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5.8.3.1
Key Issue #8.1: Security isolation of network slices

5.8.3.1.1
Key issue details

Editor’s Note: Aspects related to independent and network slice specific security policies should be merged with Key Issue #8.2. 

Editor’s Note: A note is to be added to clarify that security isolation of network slices applies to both physical isolation and logical isolation.
Isolation between slices is a basic requirement of slicing network. TR 22.864 ( [6] , clause.5.1.2.1) and TR 22.891( [7], clause.5.2.3) have given some specific requirements about isolation. 

The network may host different network slices for different tenants. Each network slice may have a slice type to indicate the type of functions it is hosting within it. To take care of high traffic load conditions or administrative purposes, the network may increase the capacity of network slice or instantiate multiple instances of the same network slice type. In all scenarios, isolation between network slices are important. For example, elasticity and change of slices or the communication in one slice cannot have impact on services served by other slices. If a slice is compromised, it should not negatively impact the performance and security of any other network slice. If it is possible to access one slice from another slice, then this access may be utilized to launch attack.  

Editor’s Note: It is FFS to define the terms ‘tenants’, ‘slice type’ of network slices.

Network slices need to be isolated from each other in robust way. It should be possible for each network each slice to have independent security policy in accordance with the defined functionality of the network slice requirement. UEs may get assigned to different instances of the network slice according to the defined assignment rules. Security isolation between different tenant slices, between different network slice types and also between multiple instances of the same network slice type belonging to the same tenant are needed.

Editor’s Note: Location of assignment rules and how they are enforced is FFS.

It is expected for a single NG-UE or companion NG-UEs to be able to access more than one slice. In this case, data leakage, data integrity breaches, and data confidentiality breaches might be possible on the network side and on the NG-UE side.

Editor’s Note: It is FFS whether Network Slice extends into NG-UE, and the consequences of such extension on data integrity and data confidentiality breaches. 

5.8.3.1.2
Security threats 

Without isolation, attackers who have access to one slice may launch an attack to other slices. For example, capacity elasticity of one slice may consume the resources of other slices, which causes lack of resources and cannot support the services of others. Attackers may utilize this to launch a DoS attack to slices. Attackers can also steal data by having illegal access to functions in other slices or covert channel attack. 

Attacks on data confidentiality (e.g., data leakage between network slices) and integrity are possible when a single NG-UE or companion NG-UEs are accessing more than one network slice.  In the particular case where one slice is serving a UE over a non-3GPP access (i.e., less trustworthy) and one slice is serving the UE over a 3GPP access, it is important to maintain the isolation between the slices on the UE.

5.8.3.1.3
Potential security requirements.

-
It should be possible to define an identifier for the network slice for the purposes of network slice selection and usage. 

Editor’s Note: Further explanations are needed in order to clarify the concept of network slice identities and motivate the requirement above. It is FFS how network slice selection and authentication happens when the NG UEs are roaming.
-
It should be possible to assign a UE to a network slice.  

-
Security policies per network slice may be defined to support the specific needs different network slice tenants and network slice types which serve dedicated application functions such as MBMS, IoT etc. 
-
It should be possible to authenticate the UE and assign the UE to a chosen network slice, based on the UE identifier, UE’s network selection parameter if it is included by the UE. 

-
It should be possible for the UE to authenticate the network or the network slice.
· Platforms supporting network slice should be robust enough to provide isolation from one network slice to another slice. It should be possible to reserve resources per network slice. 

Editor’s Note: It is FFS how to define robust platforms.

-
The 3GPP System shall have the capability to provide a level of isolation between network slices which confines a potential cyber-attack to a single network slice. 

-
It should be possible to define a security policy based on the tenant id, to support tenant requirements.

-
It should be possible to define a security policy based on type of the network slice to support different application specific network slices.

-
It should be possible to isolate slices from one another, to minimize attacks on data confidentiality (e.g., data leakage between network slices) and integrity when a single NG-UE or companion NG-UEs are accessing services over more than one network slice.
- Before authorizing a NG-UE or companion NG-UEs to connect to an additional slice, it shall be possible to check the strength of isolation of data and processing offered by the NG-UE or companion NG-UEs through e.g a certification attestation.
- When a NG-UE access multiple slices simultaneously, the NG-UE shall be authenticated for each network slice separately
· When a VNF is common to several slices, it shall be instantiated separately for each slice on the virtualized infrastructure. 

· The Virtualized infrastructure shall ensure separation of the VMs of each VNF instance.
· The Virtualization Infrastructure Manager shall guaranteed for each VNF instance a prescribed  minimum resources and shall allow for each VNF instance a use of resources within the prescribed maximum level of resources. This applies also for resources to run security protocols.  
· The Network slice manager should authenticate the platform and check (e.g. using attestation of certification or security assessment scheme) the capability of isolation of the platform before instantiation of the network slice.
·  If a common component is a PNF, the PNF shall have the capability to isolate the process and the data for each slice, and shall have capability to control the access to process and data. If the PNF hasn’t this capability, the PNF shall be physically duplicated.

·  The virtual links connecting the VNFs shall be dedicated for each slices and logically isolated even if this link connects two common VNFs
· All VNFs to be part of a network slice shall be authenticated and their integrity verified before their instantiation in the network slice.
· It shall be possible to instantiate one or more components of a VNF in one or more security enclaves.

·  It shall be possible to describe in the descriptor of the VNF the instantiation in one or more security enclaves.

·  It shall be possible to describe the connection points of a VNFC component as entry point or output point of a security enclave.

·  It shall be possible to describe the external connection points of a VNF as entry point or output point of a security enclave.

·  The description of VNF and connection points shall be generic and independant of the underlying processor and associated security enclaves.
END of 1st CHANGE

Network Slice 





VNF





VNF





VNF





VNF





PNF





End Point





End Point





VNFFG





Network Slice 1





VNF





VNF





VNF





VNF4





PNF1





End Point





End Point





VNFFG





VNF2





VNF3





VNF1





End Point





VNF5





PNF2





End Point





Network Slice 2





VNF





VNFC2





Virt


Storage





VNFC3





VNFC1





Security Enclave





VC





VC





VNFC2





Secure


Storage





VNFC3





VNFC1





Security Enclave2





Security Enclave3





Security Enclave1





VNF





VNFC2





Security Enclave2





VNF





Secure


Storage





Network Slice 





VNF





VNF





VNF





VNF





PNF





End Point





End Point





VNFFG








