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1. Introduction
The latest results for MPAC alignment measurements are in [1]. This paper discusses possible root cause for the observed differences due to device orientation. Preliminary analysis of root causes was in [2].

2. Root cause analysis
Four classes of root causes have been identified

1. Channel model differences

2. System calibration issues

3. Device instability

4. Operational errors

Each class of possible cause will now be discussed.

2.1 Channel model differences
The focus of this root cause is on the potential impact of starting phases on the channel model statistics for a sub-sampled Laplacian model. This was discussed in detail in [3] with further analysis in [4]. In [4] the covariance matric of the two seeds analyzed in [3] was performed and this showed unwanted V to H correlation in one case. Currently the channel model validation process for spatial correlation is performed only in the V to V domain. This means that an MPAC implementation that has not chosen appropriate starting phases might pass validation while creating a channel model with statistics that will cause errors in throughput measurements. Whether such unwanted V to H correlation can be eliminated by design or not is an open question, however, in order to maintain implementation freedom, it seems necessary that, at least for root cause analysis purposes, a validation of V to H spatial correlation is performed. Should this turn out to be responsible for some of the unexpected test system differences observed in [1] then a more formal V to H spatial validation process may be necessary.
A draft CR implementing a V to H spatial correlation validation procedure can be found in [5].

2.2 System calibration issues

There are two areas being investigated regarding system calibration. The first concerns the lack of validation procedures for the system noise floor. It has been noted on several occasions during measurement campaigns that system noise floor issues have been responsible for incorrect results. Currently there are no explicit requirements for system noise floor and no validation procedures. A CR based on the SIR validation procedure of [6] is included in [7].
The second issue relates to probe calibration. In [2] the significance of probe phase calibration was discussed based on the original material in [8]. The current thinking is that for pre-faded synthesis implementations, probe phase calibration is not an issue but for plane wave synthesis it does matter. It remains unclear if the theory of pre-faded synthesis being insensitive to probe phase has actually been verified in an implementation, in particular one that uses a sub-sampled Laplacian channel model. Given that MPAC implantations exist both with and without probe phase calibration it should not be difficult to conduct an experiment to see if probe phase calibration has any impact when testing the additional alignment devices. This is something that will be pursed in the near future.
2.3 Device instability

Heating effects and uplink power levels

Concern about the stability of some of the devices being used for test system alignment have bene raised. There are several manifestations of this. One is device heating that may be impacted by the uplink power setting used during testing. Currently in 3GPP this is set to -10 dBm but due to frequent observations that in some MPAC implementations, particularly those employing an uplink probe not part of the UE positioner, the rotation of the device can cause variations in the uplink received power at the eNB emulator that can cause uplink errors that interfere with the throughput measurements. For that reason, CTIA in [9] have adopted a new figure for the uplink power setting of 10 dB below maximum power. This was calculated to better represent a realistic output power without going to the extreme of using the maximum output power which is more likely to lead to overheating and desense during long test sequences. A CR to address this issue for 3GPP is in [10].
Bistable throughput limits due to battery levels

Another manifestation of device instability has been seen in some device models where the maximum throughput was seen to be limited when the battery level fell below a particular threshold. This behavior seemed repeatable, and to avoid this distorting results, careful attention needs to be paid to the battery level.

Instability near the device failure point
Larger variations in throughput when testing devices very close to their limit of performance when the throughput curves become very flat should be expected. Examples of this can be seen in the throughput curves of Figure 1 and figure 2. 
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Figure 1. Three runs from AAD_1 on CE1 Lab2 at 90 degrees
In Figure 1 at 70% throughput there is around 0.2 dB variation rising to 0.45 dB at 90%. But at 95% where the curves flatten out the difference is over 4 dB. This is an inevitable consequence of testing up to a threshold which might fail. At the point of failure, the differences between test systems approaches infinity since in one test system a device might just pass the threshold when in another it might not meet the threshold. This should not be considered as a device instability issues as such, although devices with less stable performance will exhibit larger variations when approaching the point of failure than more stable devices. Figure 2 shows another example of five runs on the same device. 
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Figure 2. Five runs from AAD_1 on CE1 Lab2 at 0 degrees
The first three runs are clustered within 0.5 dB at 95% but the fourth and fifth runs are some 2.5 dB adrift spread by 0.8 dB. The reason for this may be device heating since the first three runs were at the beginning of the test and the last two were at the end.
Cyclic variations in throughput levels

 These kinds of variations over several dB in RS_EPRE have been observed historically in some devices over periods of some 40 minutes. Some workarounds have been implemented in test systems that appears to curtail this behaviour although the root cause has never been clearly established.
Although there are clearly variations in device performance, these primarily occur in conditions when the device is approaching its performance limit. Under easier conditions, e.g. 70% or 90%, performance is much more stable and in these conditions there are still many cases of several dB difference between test systems, so device instability is unlikely to be the sole cause, although it may be a contributor that needs to be monitored in any future alignment activities.
Operational errors

It was evident from [11] that difference orientation references had been used between lab1 and lab2. This was clear from the 180 degree shift in results for the P0 orientation. For this orientation this positioning error has no effect on the average level and can be easily caught, but for other orientations such as L0, an error in the front/back orientation followed by the same “left side down” rotation from portrait to landscape results in an inversion of the antenna pattern. For the H measurements this just results in a 180 degree shift, but for the V components, the filed is reversed and represents a different antenna pattern. 
The combination of the possibility of a device positioning error for L0 coupled with the large differences seen between test systems seen in [1] with no obvious consistency in shape means it is reasonable to test whether different cuts were being measured. To test this hypothesis, Lab3 measured both the correct L0 cut with the left side down and the alternative L0 cut with the right side down to see if this might explain the several dB of difference between test systems. The results of the two measurements are shown in figure 3.
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Figure 3. AAD_1 with left tilt (correct) vs. right tilt (incorrect) orientations

The results show a shift in average performance of 1.2 dB with the left tilt having peaks at 0, 30 and 330 degrees. So although ther is clearly a difference in performncw which justifies the need to correctly orientate the device, the difference between tilt direcitons is significantly smalle rthan the differences beween test systems.
3GPP has since agreed to adopt the CTIA device positioning reference so this confusion is likely to go away, however, vigilance in device orientatin is stil requried and when possible, pictures of the test setup should be taken for reference.
3. Conclusion
This paper has summarized the areas of root cause analysis towards explain the differences observed b5twen test systems in [1]. CRs are proposed to improve the robustness of the test and validation procedures in [5], [7] and [10].
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