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Draft Amendment 1 to Recommendation ITU-T G.989.1 (2013)
40-Gigabit-capable passive optical networks (NG-PON2): General requirements
Amendment 1

Summary

Amendment 1 to ITU-T G.989.1 (2013) provides additional information on protection and/or restoration in NG-PON2 networks using flexible wavelength scheduling, which is not covered in section 9.4, as well as other new requirements of G.989 series systems not captured in ITU-T G.989.1 (2013).

Requirements identified for inclusion in this Amendment are:
· Network protection in the multi-wavelength access system case.  In particular, the possibility of ODN topologies that appear to be type B (shared splitter), but provide additional capabilities.  Also, the potential for 1:n protection in addition to the 1:1 protection previously described. 
· Transport of wireless front-haul links over the access system.  Such links have exceptional service requirements, and these are evolving as that application develops in the industry.
The following is initial baseline text for further development.

Draft Amendment 1 to Recommendation ITU-T G.989.1 (2013)
40-Gigabit-capable passive optical networks (NG-PON2): General requirements
Amendment 1

[bookmark: _Toc350781533][bookmark: _Toc345925862][bookmark: _Toc345924747][bookmark: _Toc329868804][bookmark: _Toc329239387]1)		Scope
[bookmark: _Toc327361104][bookmark: _Toc327361324][bookmark: _Toc327362332][bookmark: _Toc327362839][bookmark: _Toc410197990][bookmark: _Toc411925573][bookmark: _Toc444675458][bookmark: _Toc449325452][bookmark: _Toc449514389][bookmark: _Toc449933884][bookmark: _Toc450623440][bookmark: _Toc452372402][bookmark: _Toc452373570][bookmark: _Toc30484523][bookmark: _Toc41113279][bookmark: _Toc41115074][bookmark: _Toc41189201][bookmark: _Toc41275159][bookmark: _Toc52347575][bookmark: _Toc53810975][bookmark: _Toc53820362][bookmark: _Toc53822112][bookmark: _Toc53823006][bookmark: _Toc55110060][bookmark: _Toc221358356][bookmark: _Toc267656775][bookmark: _Toc268172711][bookmark: _Toc268607578][bookmark: _Toc335205632]Amendment 1 to ITU-T G.989.1 (2013) provides additional information on protection and/or restoration in NG-PON2 networks using flexible wavelength scheduling, which is not covered in section 9.4, as well as other new requirements of G.989 series systems not captured in ITU-T G.989.1 (2013).
2)		References
	- [ITU-T G.989.1] Recommendation ITU-T G.989.1 (2013)
3)		Definitions
TBD
[bookmark: _Toc267656777][bookmark: _Toc268172713][bookmark: _Toc268607580][bookmark: _Toc335205634]4)		Abbreviations and acronyms
TBD
5)		Modified Clause 9.4
[bookmark: _Toc335205666] [Ed. Note: Per No. 6 in LL v.2, editors had reflected the proposal from joint contributors (CTC, ZTE, HW, CATR). ]
[Ed. Note: Per No. 9 in LL v.3, editors had reflected the proposal from the contributor (FW). ]
[Ed. Note: Per No. 10 in LL R1, editors had replaced revised figures provided by the original contributor (FW). ]


Replace clause 9.4 of Recommendation ITU-T G.989.1 with the following: 
[bookmark: _Toc335205657][bookmark: _Toc353873121][bookmark: _Toc368399941][bookmark: _Toc370996125]9.4	Resilience and redundancy requirements 
PON resilience will become more important in supporting business applications and high value consumer applications, such as IPTV, especially in the node consolidation scenario. Node consolidation/bypass creates a high number of subscriber lines on the highly centralized access node. A redundancy mechanism is required to avoid service disruption to potentially thousands of users in the event of fibre cable or equipment failure. Besides the usual hardware redundancy requirements at the OLT and in the backhaul transmission equipment (towards the metro/core), networks require feeder and/or OTL line redundancy options to avoid large scale customer outages as well as full redundancy for business services requiring end-to-end type C protection. NG-PON2 systems must support the resilience options defined in clause 14 of [ITU-T G.984.1] including duplex and dual parenting duplex system configuration as well as the extensions described in Appendices II and III of [ITU-T G.984.1]. For PON redundancy, use cases and guidelines are defined in [b-ITU‑T G-Sup.51].
Figure 9-1 shows an example of fibre path diversity ensuring resilience against cuts in the most vulnerable part of the access network. The redundant feeder fibre could terminate at a diverse CO location, or at the same CO location as the primary OLT. 


Figure 9-1 – NG-PON2 resilience scenario
Redundant splitters, especially in the highest level of hierarchy, may also be deployed and should be supported. Typically, redundancy requirements become less stringent for the customer premises, unless the end customer is, for example, a large scale enterprise or premium user. In the redundant architecture, rapid restoration may be required. For instance, service interruption time must be less than 50 ms for enterprise or premium users.

The following subclauses show examples of network protection in the multi-wavelength access system case. 
9.4.1	Type B protection 
Transceiver faults occur frequently in some scenarios and that of feeder fibre happen in other scenarios. There are two types of duplex architectures in type B protection: 
-- Intra-OLT duplex, or channel level duplex
-- Inter-OLT duplex.

Intra-OLT duplex models
a)1:1 model
[image: ]
[bookmark: _Ref380161227]Figure 9-2  Intra-OLT duplex - 1:1 model
The 1:1 model of intra-OLT duplex protection is shown in Figure 9-2. In the TWDM system, one of the OLT channel terminations (CTs) is configured to be the backup OLT CT for other working OLT CTs. CT4 in Figure 9-2 is set to be the backup OLT CT. When any failure occurs in a working OLT CT, the affected ONU tunes to the associated backup TWDM channel based on the pre-configuration information stored in the ONU.

b) 1:n model
[image: ]
[bookmark: _Ref380161749]Figure 9-3 – Intra-OLT duplex - 1:n model
The 1:n model of intra-OLT duplex is shown in Figure 9-3. A dedicated OLT CT with a tunable transceiver is configured to be the backup OLT CT. When a working OLT CT fails, the backup OLT CT tunes to the same wavelengths as the working OLT CT. In order to avoid rouge OLT behaviors, the backup OLT CT tunes its wavelengths only after recognizing the working OLT CT failure. The model doesn’t require any ONU operation in protection switchover.  
[image: ]
Figure 9-4 – 1:n transceiver protection
[bookmark: _GoBack]Figure 9-4 shows the 1:n transceiver protection. This protection feature is inherent in the nature of NG-PON2 ONU wavelength tunability. All OLT CTs are active during operation. Each OLT CT can protect the others. If an OLT CT fails, its ONUs tune to wavelengths associated with other OLT CTs. In Figure 9-4, OLT CT3 fails and it is protected by OLT CT4. As another approach for a shorter protection time, the backup channels can be pre-configured in the ONUs. When a failure occurs, the affected ONUs can tune to the backup channels without waiting for the OLT instructions.

Inter-OLT duplex models
a) 1:1 model
[image: ]
[bookmark: _Ref380218326]Figure 9-5 – Inter-OLT duplex - 1:1 model
[bookmark: OLE_LINK15][bookmark: OLE_LINK16]Figure 9-5 shows the 1:1 model of inter-OLT duplex protection. The recovery procedure is the same as Type B protection of GPON/XG-PON. The backup OLT is a copy of the working OLT. All backup OLT CTs must be turned off until the protection switchover occurs. 
[image: ]
Figure 9-6  – 1:1 Type B protection
Figure 9-6 shows the architecture of 1:1 Type B protection. The OLT ports are divided into two groups: working group and backup group. When faults occur to the working group, the backup group can protect the transmission by instructing the affected ONUs to tune their wavelengths into the ones with the backup group. This architecture has the same feature as Type B protection since its OLT and feeder fiber are duplicated. Note that the major difference between Type B protection in Figure 9-5 and 1:1 Type B protection in Figure 9-6 is the backup group in 1:1 Type B protection can be active to carry extra traffic with wavelengths different from the working group when no fault occurs, while the backup group in Type B protection stands by with the same wavelengths as the working group.

b) 1:n model
[image: ]
[bookmark: _Ref380218335]Figure 9-7 – Inter-OLT duplex - 1:n model with single backup wavelength channel
As described in Figure 9-7, the backup OLT is with a designated OLT CT to protect the working OLT CTs. When protection switchover is triggered, the ONUs tune to the wavelength pair supported by the backup OLT CT. The backup OLT CT must be turned off until the protection switchover occurs.
[image: ]
(a)
[image: ]
(b)
Figure 9-8  – 1:n Type B protection (a) CT failure, (b) feeder fiber failure

Figure 9-8 shows the architecture of 1:n Type B protection. The backup OLT consists of an OLT CT with tunable transceiver to protect all working OLT CTs. When a working OLT CT fails, the backup OLT CT tunes its wavelengths to protect the failed OLT CT. The ONUs associated with the failed working OLT CT can remain unchanged. When the feeder fiber from a working OLT CT fails, all ONUs must tune to the wavelengths supported by the backup OLT CT.

[image: ]
[bookmark: _Ref380218910]Figure 9-9 – Inter-OLT duplex - 1:n model, with multiple backup wavelength channels

Figure 9-9 shows the 1:n model of inter-OLT duplex protection with multiple backup wavelength channels. The backup OLT supports the same wavelength channels as the working OLTs. When any failure occurs in a working OLT, the backup OLT would continue PON operation with the associated ONUs.

9.4.2		Type C protection 
For the type C protection, the ONU has two tunable transceivers as shown in Figure 9-10. Accordingly, recovery from failure at any point is possible by switching to the standby facilities. In order to achieve easy management and fast service configuration purpose in protection, the same wavelength configuration of the working TWDM channel and the backup TWDM channel is recommended. In Figure 9-11, the ONU chooses one tuneable wavelength transceiver plus one fixed wavelength transceiver for backup. In this case, the dedicated wavelength of tuning range for backup PON port is allocated to protect the working PON. In addition, if ONU adopts two MAC chipsets architecture in type C protection, ONU can simultaneously activate to both the working OLT PON and the backup OLT PON by two PON MAC and transceivers. The service recovery time could be less than 50ms.
[image: ]
Figure 9-10 –  Full duplex system- two tunable transceivers
[image: ]
Figure 9-11 – Full duplex system-one tunable transceiver and one fixed transceiver

6)		Modified Clause 9.6 
[Per No.5 in LL v.1, editors reflected the contirbutor’s proposal as following.]
[Ed. Note: Per No. 16 in LL R1, editors had reflected the proposal from the contributors (Orange, NTT).]

Replace clause 9.6 of Recommendation ITU-T G.989.1 with the following: 
9.6 Power reduction
Power saving in telecommunication network systems has become an increasingly important concern in the interest of reducing operational costs and reducing the network contribution to greenhouse gas emission. NG-PON2 systems must be designed in the most energy-efficient way. This applies to the OLT side and even more to the ONU side since the energy consumption is not shared at the ONU except for FTTC/B. In some instances, the primary objective of the power saving function in access networks is to maintain the lifeline service(s), such as a voice service, as long as possible through the use of a backup battery when electricity service goes out. A lifeline interface must be sustainable for at least eight hours after mains power outage, and options such as allowing four hours of talk time while an ONU is in sleep mode for an extended period (e.g., one week) should be offered. Therefore, the NG-PON2 system shall support improving energy efficiency whilst maintaining compatibility with the service requirements. 
	For TWDM channels, mechanisms to reach better power savings at the ONU side, shall include the watchful sleep mode, which allows network operators to adjust the balance between the impact on the performance and the power-saving effect.  Mechanisms at the OLT side shall include the wavelength re-tuning.  Control protocols for realizing these mechanisms shall be supported in NG-PON2.
The OLT-port sleep mode can offer the power savings as follows. When there is less traffic in TWDM-PON system (4 wavelengths) as shown in Figure 9-12, all the OLT-ports should maintain working even though the total traffic could be accommodated by a single OLT-port.  However, by connecting all ONUs to the identical OLT-port (CT1) with the use of wavelength re-allocation, the other OLT-ports (CT 2, 3, and 4) can be forced to sleep as shown in Figure 9-13. 

[image: ]

Figure 9-12 – Example of the OLT-port sleep (Before starting a sleep mode)

[image: ]

Figure 9-13 – Example of the OLT-port sleep (CT 2,3, and 4 are in the sleep mode)

For PtP WDM channels, mechanisms to address the power reduction capability at the ONU side shall include:
(1) the silent start function to reduce the power in a standby state and risks upon resuming operation (See ITU-T G.986),
(2) a sleep mode to reduce the power when the traffic is low or zero.

Those for both of the OLT and ONU sides shall include:
(3) line-rate switching to reduce the power when the traffic is continuous but not zero. 

7)		Transport of wireless front-haul links over the access system
 [Ed. Note: Per No. 15 in LL R1, editors had reflected the proposal by themselves]

To achieve a fronthaul transport solution over the access system, three fronthaul protocols should be taken into consideration: namely CPRI, OBSAI and ETSI-ORI. In all of them the radio signal is digitised (D-RoF, digital radio over fiber). 
For the support of various fronthaul services for Mobile applications NG-PON2 systems are required to fully support them. Further, for these applications, NG-PON2 must achieve: Capability to support a fixed and continuous symmetrical bandwidth allocation capacity compatible with any fronthaul bit rate which are included between 614.4Mbit/s to 10.1376Gbit/s 
· The fronthaul latency considered applies to round trip time between SNI to UNI to SNI. It is required to be less than 500µs including fiber propagation time. A more stringent delay requirement is preferred when fronthauling legacy base station equipment. 
· The accuracy of the measurement of round trip delay on the transmission medium (including fiber, ONT and OLT) shall meet the following requirement +/- 16.276ns. Between two periodic measurements of the round trip delay by Base Band Unit, the variation of the transmission medium must not exceed +/- 16.276ns with a preference to be strictly less than this value.
· Preferably, the fronthaul latency for upstream and downstream should be symmetrical. An asymmetrical trip delay between upstream and downstream fronthaul transmission medium (including fiber, ONT and OLT), should impact the accuracy of the timing calculation between user equipments and Base Band Units.  The fronthaul transmission medium time difference shall not exceed 65ns with a preference to be strictly less than this value.
·   Maximum contribution df/f0 of jitter from fronthaul link to the radio Base Station frequency accuracy budget must not exceed +/- 2 ppb (2.10-9). The RRH clock shall be traceable to BBU clock. This implies that the fronthaul link must not introduce any constant frequency error. The link timing accuracy for the transport system will be specified with concrete values which will be defined in further study.
· The extended outside temperature range may be needed in many of the envisaged fronthaul applications for ONU, with similar requirement as already expressed in G.989.1 in section 9.9. 
· Optionally, the OLT should also be able to operate over the extended outside temperature range and compact packaging based on pluggable receptacle footprint.
· Optionally, an antenna site management interface could be transport over the access system
· Optionally, an additional synchronization signal (e.g. GPS signal) could be transport over the access transmission.
· Optional capability to support the multiplexed transport of fronthaul protocols (e.g. CPRI over OTN)

[Ed. Note: Per No. 14 in LL R1, editors had “tentatively” reflected the proposal from the contributor (NICT). To be discussed after receiving the comment back for the corresponding liaison (COM 15 – LS 174 – E)]
7.1)	Definitions
Figure 7-1 illustrates the definition of technical terms related to “mobile front-haul” in radio access networks (RANs) for a mobile service. In this figure, a modulation and demodulation unit (M/dMU) represents one partial radio transceiver (TRx) located in the consolidating site and a radio antenna unit (RAU) represents the other partial radio TRx located in the distributing site. Based on this figure, a mobile front-haul (MFH) should be defined as the connection between one and the other of separated radio transceiver functions within a base station (BS). In addition, mobile front-haul link should be also defined as a link to establish a mobile front-haul. According to these definitions, it will be appropriate that a mobile backhaul (MBH) is defined as the connection among BSs and the other mobile network nodes and a mobile backhaul link is defined as a link to establish a mobile backhaul.
[image: kuri:Desktop:MFHandMBH.png]
Figure 7-1 – Definition of “mobile fronthaul (MFH)” and “mobile fronthaul link”:
(a) a conventional architecture and (b) a possible architecture with mobile fronthaul.
7.2)	Transmission technique for mobile front-haul
When an optical fiber communication technology is applied to the mobile front-haul link, the transmission technique becomes a kind of radio-over-fiber (RoF) technologies. On the basis of the difference in the subcarrier frequency of signal transmitted over a fiber-optic link, there are three types of RoF transmissions: (a) radio-frequency-band (RF-band) signal transmission, (b) intermediate-frequency-band (IF-band) signal transmission, and (c) equivalent low-pass or equivalent baseband signal transmission. Moreover, RoF technologies can be classified into two groups, which are analog RoF and digital RoF. Especially, when a digitized radio signal is transmitted over a digital fiber-optic link, it is called digitized RoF (D-RoF). European Telecommunications Standards Institute (ETSI) Open Radio equipment Interface (ORI), Common Public Radio Interface (CPRI), and Open Base Station Architecture Initiative (OBSAI), which are considered as candidates of transmission technique for mobile front-haul over optical access networks, are known as typical applications by D-RoF.

8)	Bibliography
TBD
[bookmark: c3tope]___________________



















Appendix I
[Ed. Note: Per No. 9 in LL v.3, editors had reflected the proposal from the contributor (FW). ]

I-1. OLT resilience configuration
The NG-PON2 OLT can be configured to protect line card faults. Figure 6 shows the configuration with individual OLT port design. An OLT is formed by taking one port from each line card and aggregating the ports using a 4x1 wavelength Mux/DeMux. When faults occur to a line card, the corresponding wavelength channel pair is impaired. The other three wavelength channel pairs maintain transmission. The OLT can instruct the affected ONUs to tune to the wavelengths supported by other OLT ports. 


Figure I-1 –  OLT resilience configuration with individual port design

Figure I-2 shows the OLT resilience configuration with integrated port design. An NxN component (e.g., 4x4 AWG, wavelength router) is used to rearrange the wavelength pairs. The wavelength pairs of an OLT are from/to different line cards. Faults to a line card only impair one wavelength pair in an OLT. The OLT can protect transmission by tuning ONU wavelengths.   


Figure I-2 – OLT resilience configuration with integrated port design
___________________
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