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1 Introduction

According to RAN3 assumption and the basics of the RRC inactive feature, Xn connectivity should be ensured within the RNA. This has already been taken as a working assumption by RAN3: 
WA: Xn should be available in RAN notification area
However, at RAN3#98 tdoc [1] questioned this working assumption on the grounds that it may not cover all needed use cases of inactive state. Tdoc [1] proposed a different solution for which additional procedures would be needed to be specified by RAN3 such as NG Paging Relay and NG Context Fetch. 
This paper recalls the use cases of inactive state, analyses whether some other use cases need to be covered and start investigating possible different use cases. 

2
Discussion

Use case 1: ensure the short/ shortest latency for CP idle-active 

The scope of RRC inactive state is clearly defined in TR 38804:

· TR 38.804:
· A UE in RRC_INACTIVE should incur minimum signalling to fulfil the control latency requirement and minimise power consumption comparable to LTE RRC_IDLE and resource costs in the RAN/CN making it possible to maximise the number of UEs utilising and benefiting from this state. 
The RRC inactive state has emerged to primarily fulfil the requirement of short latency and especially when considering the target of Control Plane (CP) latency of 10ms for idle to active transition whenever a packet has to be sent. The only way to achieve this is to keep ECM- and NG connected and have Xn connectivity between the receiving gNB and the anchor gNB in the RNA. 
Observation 1: it is necessary to keep solution 1 (relying on Xn connectivity in the RNA) as the basic solution for inactive state for those UEs for which the CP latency is key: there is no other solution for those UEs. 
Use case 2: What is needed on top of solution 1?
We infer from RAN3#98 that some operators might be interested to increase the efficiency of UEs which have relaxed CP latency requirements and would like to save on radio signaling more than idle mode (low Tx/speed ratio). From TR 38.804 & TR 23.799 quoted above, this would however not fall within the scope of inactive state. 
Also, if the latency requirement is not to be addressed, then those UEs could be simply put into idle mode. Any solution like solution 2 presented in [1] proposing to address the point above should be compared to idle mode as a starting point.

Observation 2: the inactive state does not include a use case for low Tx/speed ratio UEs which need to save on radio signaling more than idle mode while having relaxed CP latency requirements. We could discuss whether and how to cover this separate use case in release 16 in a separate WID or TEI16?

 Possible solutions for use case 2
Assuming that RAN3/RAN goes ahead with working on the use case of UEs with relaxed CP latency requirements and low Tx/speed ratio in order to optimize their radio signaling efficiency then the following solutions should be compared:
· Solution A: put the UE in idle mode. Could be used as benchmark.

· Solution B: keep the context in RAN and keep the NG connection, then use NG Paging Relay and NG Context fetch. This solution was presented as solution 2 in [1]. 

· Solution C: keep the context in RAN but suspend the NG connection (reuse/extend the UP CiOT solution). Doesn’t need to use NG Paging Relay, doesn’t need the data forwarding across the NG interface, would just need the NG context fetch.   

· Solution D: solutions relying on a relay entity in the NG-RAN such as Xn proxy.
Observation 3: if RAN3 decides to address the use case to improve radio efficiency of UEs with relaxed CP latency requirements and low Tx/speed ratio, RAN3 should start by studying the four solutions A, B, C, D mentioned in this paper.

Solution A (idle mode)
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Figure 0: RAN moves UE to idle mode

Solution B (as presented in [1]):
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Figure 1: NG Paging Relay via the core network 

The RAN Paging Relay via the 5GC procedure is used by RAN to page a UE in RRC Inactive state over RAN nodes being in UE’s Registration Area, e.g including the RAN nodes towards which the Serving RAN node has no Xn interfaces established. Paging management, i.e. paging repetitions, escalation, monitoring is handled by the RAN node that has initiated the RAN paging procedure.

In the NGAP Relay Paging Request message the paging RAN node includes  the NGAP Paging message and the Paging scope information. The Paging scope information can be one, several TA(s) or the complete TA List of the UE’s Registration Area that is subject to paging.The AMF that receives the NGAP Relay Paging Request message, relays the NGAP Paging message toward the relevant RAN nodes according to the Paging scope information, in a multi-cast manner.
This raises the following drawbacks:

· Break of CM-connected state: RAN asks the CN to page an already connected UE.  

· Paging scope: how to avoid double paging in neighbour gNBs which have Xn connectivity?
· Is NG Paging Relay always used in parallel to Xn Paging?
· How can anchor gNB build an “NGAP Paging message”? how is this compatible with the Xn paging message delivered to neighbour gNBs which are Xn connected? (different DRX cycle, different paging priority)
· What is the “multicast” mechanism used at AMF? If same than normal NG Paging how can AMF not create a UE context? How can AMF not implement its paging policies?
· More messages used over NGAP compared to solution 1. 

· Requires indirect data forwarding over NG-U.

· How to identify target gNB ID across a full pool area with limited size “resumeID”

This raises the following advantage: (compared to solution 0)

· Idle-active transition: fewer RRC messages

Solution 3 (suspend mode)
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Figure 2: RAN moves UE to suspend mode (extension of/ derived from UP CiOT)

This solution is like solution 0 but because the context is kept in RAN it also optimizes the number of RRC messages for the idle-active transition.

Solution 4 (Xn Proxy)
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Figure 1: RAN Paging Relayed via the Xn Proxy 

One advantage of this solution is that it can scale with any mapping of Resume ID into NG-RAN node D i.e. one Xn proxy used per region of unicity of resume ID. Another advantage is to load the Xn proxy entity instead of the AMFs of the pool. The entity could be implemented in a gNB.
Observation 4: it is needed to clarify how exactly solution 1 is supposed to work? (paging scope, paging priority, NAS response to paging, frequency of NG paging relay, etc).

Observation 5: it is needed to clarify the need to improve compared to solution 0 (and why SA2 themselves was not convinced) and evaluate the different solutions.

3
Conclusion and Proposal
This paper has tried to clarify the confusion around the scope of the RRC_inactive state feature. It has shown that the primary goal of the feature is to solve the case of UEs with strict CP latency requirement while keeping the radio signaling to a level similar to idle mode.

Instead, the use case to reduce the radio signaling to a level below idle mode for UEs which have relaxed CP latency and low Tx/speed ratio is not in the scope of the inactive state feature. We therefore propose:
Proposal 1: Not introduce NG Context Fetch and NG Paging Relay in release 15.

However, to address the questions of some operators, it is proposed to for release 16:
Proposal 2: Discuss how to conduct the study of use case 2 (i.e. the case of UEs which have relaxed CP latency requirement and have a low Tx/speed ratio in order to reduce their radio signalling compared to idle mode) in release 16 i.e. as part of a separate WID/TEI16?
Proposal 3: at least include in the above release 16 study and compare the 4 candidate solutions mentioned in this paper for addressing the use case 2.
4
References
[1] R3-174862, RRC Inactive State, New procedures
PAGE  
1/5

_1577271957.vsd
Serving NG-RAN node


Non Serving NG-RAN node Without Xn to Serving NG-RAN node


...


Serving AMF


2. NGAP Suspend Request


3. AMF decides to page.


1. RAN Decides to Suspend the UE


4. NGAP Paging


4. NGAP Paging



_1577272358.vsd
Serving NG-RAN node


Non Serving NG-RAN node Without Xn to Serving NG-RAN node


...


Xn Proxy


2. Xn Paging Request


3. Xn proxy relays the RAN paging.


1. RAN Decides to Page


4. Paging


4. Paging



_1577271566.vsd
Serving NG-RAN node


Non Serving NG-RAN node Without Xn to Serving NG-RAN node


...


Serving AMF


2. NGAP Release Request


3. AMF decides to page.


1. RAN Decides to Release NG


4. NGAP Paging


4. NGAP Paging



