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Discussion and Decision
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Introduction
RAN3 have agreed to support multiple SCTP associations on the F1 control plane interface, to facilitate deployment of gNB-CU in virtualized environments. Some preliminary functionality has been agreed for inclusion in the BL CR [1]. In the present paper we develop this concept further, adding missing functionality and aligning with similar functionality on the NG interface.

2

Discussion

The primary reasons to support multiple control plane TNL associations on the F1 interface are the same as for the NG interface, specifically: gNB-CU deployment in distributed, redundant and scalable manner. One important aspect of such deployments is the capability to add/remove resources in gNB-CU in dynamic fashion, without explicitly adding new network nodes (which could result in service interruption, visible to the UE). 

The BL CR [1] already supports the capability for gNB-CU to indicate to the gNB-DU additional TNL addresses using the GNB-CU CONFIGURATION UPDATE message. One particular deficiency with the current mechanism is that it only allows addition of the new TNL addresses, but not removal. As it is currently specified, the gNB-CU has the capability to indicate new TNL addresses once new resources are available, however it does not have the capability to remove TNL addresses, once new resources are decommissioned, which is very common scenario for virtualized deployments. Therefore, if some resources become unavailable, the gNB-CU will need to resort to re-establish the F1 interface, which is clearly suboptimal. 

Observation 1: a mechanism is required for gNB-CU to not only add TNL addresses, but also to remove them. 

As we look further into this issue, it becomes evident that the multiple TNL addresses functionality for the F1 interface is very similar, if not [conceptually] identical, to the multiple TNL address functionality on the NG-C interface. Since the problem definition is similar, it is reasonable to aim to specify similar solutions. This will minimize both standardization and implementation efforts, which is especially important to meet our current aggressive timelines.
Proposal 1: in order to minimize standardization and implementation efforts it is proposed to align the multiple TNL address functionality on the F1 interface with the NG interface.
Generally, the following alignments are proposed:

1. IE naming alignment between NG-AP and F1-AP

2. Support for addition and removal of TNL addresses in GNB-CU CONFIGURATION UPDATE
3. Weight factors signalling from gNB-CU to gNB-DU, which can be used by the gNB-DU to select SCTP association for a UE
4. Explicit signalling from gNB-CU to gNB-DU to indicate SCTP association removal or update for a specific UE
5. Differentiation between UE-associated and non-UE associated signalling
Taking into account that there are some differences in gNB-CU and CN deployments, we are open to discuss whether certain functions of the NG-AP are needed or not, but we would like to agree on the following general principles:

1. Support for multiple SCTP associations on NG-C and F1-C is aligned to the extent possible, including IE naming

2. Only functionality available on the NG-C is considered for F1-C

3. NG-C functionality is taken as a baseline; removal of certain functions should be justified

Proposal 2: to agree on the above principles.
NOTE: For more details on the multiple SCTP associations support on the NG-C interface please refer to the accompanying contribution [2].
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Conclusions and proposals

In the present contribution we make the following observations:

Observation 1: a mechanism is required for gNB-CU to not only add TNL addresses, but also to remove them. 

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: in order to minimize standardization and implementation efforts it is proposed to align the multiple TNL address functionality on the F1 interface with the NG interface.

Proposal 2: to agree on the following principles:

1. Support for multiple SCTP associations on NG-C and F1-C is aligned to the extent possible, including IE naming

2. Only functionality available on the NG-C is considered for F1-C

3. NG-C functionality is taken as a baseline; removal of certain functions should be justified

A TP for TS 38.473 is provided below.
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	*********First Change**********


9.2.1.10
GNB-CU CONFIGURATION UPDATE

This message is sent by the gNB-CU to transfer updated information for a TNL association.

Direction: gNB-CU ( gNB-DU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Cells to be Activated List
	
	0..1
	
	List of cells to be activated or modified
	YES
	reject

	>Cells to be Activated List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>>NCGI
	M
	
	9.3.1.12
	
	-
	-

	>> gNB-CU System Information
	M
	
	FFS
	RRC container with system information owned by gNB-CU
	
	

	
	
	
	
	
	
	

	>>PCI 
	O
	
	INTEGER (0..1007)
	Physical Cell ID
	-
	-

	Cells to be Deactivated List
	
	0..1
	
	List of cells to be deactivated
	YES
	reject

	>Cells to be Deactivated List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>>NCGI
	M
	
	9.3.1.12
	
	-
	-

	gNB-CU TNL to be Setup List 
	
	0..1
	

	
	YES
	ignore

	> gNB-CU TNL to be Setup Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	YES
	ignore

	>> gNB-CU Transport Layer Address
	M
	
	Transport Layer Address 9.3.2.X
	Transport Layer Address of the gNB-CU.
	YES
	ignore

	>> gNB-CU TNL Usage
	M
	
	ENUMERATED(for UE-associated signaling, for non-UE associated signaling, for all signaling)
	
	YES
	ignore

	>>TNL Weight Factor
	M
	INTEGER (0..65535)
	
	
	YES
	ignore

	gNB-CU TNL to be Removed List 
	
	0..1
	
	
	YES
	ignore

	> gNB-CU TNL to be Removed Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	YES
	ignore

	>> gNB-CU Transport Layer Address
	M
	
	Transport Layer Address 9.3.2.X
	Transport Layer Address of the gNB-CU.
	YES
	ignore


	Range bound
	Explanation

	maxCellingNBDU
	Maximum no. cells that can be served by a gNB-DU. Value is 512.

	maxnoofTNLAssociations
	Maximum no. of TNL Associations between the gNB-DU and the gNB-CU. Value is FFS.


	*********Next Change**********


9.3.2.X
Transport Layer Address 
The Transport Layer Address IE identifies one or more transport endpoints to enable additional TNL associations to be established between the gNB-CU and the gNB-DU for F1-C operation. It contains one ore more Transport Layer Addresses. The Transport Layer Address is an IP address to be used for the F1 control plane transport beyond the SCTP association that was established prior to F1 Setup. 

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	
	
	
	
	
	
	

	Transport Layer Address
	M
	
	BIT STRING (1..160, ...)
	
	–
	–


	
	

	
	


Editor’s note: Further details on the TNL Connectivity Information IE (if needed) are FFS.

	*********Next Change**********


9.2.1.XY
gNB-CU UE TNLA BINDING RELEASE

Editor’s Note:
Message structure and IEs need further checking and completion. Further details FFS.

This message is sent by the gNB-CU to release a TNL association for a set of UEs..
Direction: gNB-CU ( gNB-DU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU Transport Layer Address
	M
	
	
	Transport Layer Address of the gNB-CU.
	YES
	ignore

	gNB-CU TNL UEs To Release List
	
	
	
	
	
	

	  > gNB-DU UE F1AP ID
	M
	
	9.3.1.5
	
	YES
	reject


	*********End of Changes**********
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