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1. Introduction
In recent RAN3 meeting, it was agreed to signal both fulfilled/not fulfilled in Notify on NGAP. In this contribution we further analyse the usage of notification control Notify over Xn interface.
2. Discussion
For Dual connectivity option4 and option7 case, the 5G RAN nodes are connected with AMF. Currently, different bearer option can be configured for MR-DC with 5GC:
-
For MN terminated bearers, the user plane connection to the CN entity is terminated in the MN;

-
For SN terminated bearers, the user plane connection to the CN entity is terminated in the SN;

-
The transport of user plane data over the Uu either involves MCG or SCG radio resources or both:

-
For MCG bearers, only MCG radio resources are involved;

-
For SCG bearers, only SCG radio resources are involved;

-
For split bearers, both MCG and SCG radio resources are involved. For split bearers PDCP data is transferred between the SN and the MN via the MN-SN user plane interface.

For the QoS flows with notification Control enabled offloading to the SN node, e.g. SCG bearer, MCG split bearer, SCG Split bearer and MN terminated SCG bearer, in case the QoS requirement is no longer fulfilled for a QoS flow in the SN node, the SN can send notifications to MN to inform the situation. The MN will decide whether to perform the bearer type change or send notification control Notify on NGAP. 
For SN terminated MCG bearer, the RLC is located in the MN. If MN RLC knows QoS flow information, in case the QoS requirement is no longer fulfilled in the MN node, the MN can make an appropriate Notification Control decision directly. If MN RLC does not know the QoS flow information, the SN will determine the Notification Control for QoS flow and send to MN via Xn.
For the SCG split bearer, the MN leg cannot decide the notification Control because part of QoS flows is transferred via SN leg. It seems there is no need for the MN node to send notification control to the SN node. 
Observation 1: No need for the MN node to send Notification Control Notify to the SN node 
Proposal 1: For DC case, if a QoS flow is configured with notification control, the SN node may send notification control Notify to the MN node.
To support sending indication from SN node to the MN mode, four alternatives are listed [2]:
· Alt 1: New dedicated class 1 Xn procedure for Xn Notification Control;

· Alt 2: New dedicated class 2 Xn procedure for Xn Notification Control;

· Alt 3: Reuse the existing S-NG-RAN node initiated S-NG-RAN node Modification for Xn Notification Control;

· Alt 4: Reuse some other existing procedure for Xn Notification Control

In our understanding, it is much clearer that the class2 procedure for the Xn Notification Control works well enough follow the principle of QNC in NGAP. In the existing Xn AP procedures, there is no applicable class 2 procedure. Therefore, a new dedicated class2 procedure needs to be designed for Xn Notification Control.The corresponding TP for Xn-AP is provided in [1]. 
Proposal 2: A New dedicated class2 Xn procedure needs be designed for Xn Notification Control.
Proposal 3: It’s proposed to agree the corresponding stage 2 TP in Annex and Stage3 TP for 38.423 in [1].
3. Conclusion

This contribution further analyzes the QoS notification control function for DC cases, the following proposals are made:
Observation 1: No need for the MN node to send Notification Control Notify to the SN node 
Proposal 1: For DC case, if a QoS flow is configured with notification control, the SN node may send S-node Modification Notify message to the MN node.
Proposal 2: A New dedicated class2 Xn procedure needs be designed for Xn Notification Control.

Proposal 3: It’s proposed to agree the corresponding stage 2 TP in Annex and Stage3 TP for 38.423 in [1].
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6.2.2 Dual Connectivity procedures
The dual connectivity procedures are used to add, modify and releases resources for the operation of Dual Connectivity:

-
S-NG-RAN-node Addition Preparation

-
S-NG-RAN-node Reconfiguration Completion

-
M-NG-RAN-node initiated S-NG-RAN-node Modification Preparation

-
S-NG-RAN-node initiated S-NG-RAN-node Modification

-
M-NG-RAN-node initiated S-NG-RAN-node Release

-
S-NG-RAN-node initiated S-NG-RAN-node Release

-
S-NG-RAN-node Counter Check
-
RRC Transfer
-     S-NG-RAN-node Modification Notify
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