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1. Introduction
During the RAN3 AH 1801 meeting, it was noted that the existing operation for EN-DC still leaves two issues to be considered [1]:

1)
The AMBR information provided over X2AP to the SgNB cannot be used for UL control, if the SgNB is split into CU and DU.

2)
The inherent feature of EN-DC, i.e. operation over two different RATs, may lead to the need of dynamic balancing between the MCG and SCG parts of the connection. Having fixed threshold for each RAN node limits the possibility for effective usage of full AMBR.
This paper further discusses these issues.
2. Brief discussion of the issues
Issue 1: CU/DU split problem
The problem here is that the CU may not have visibility of the user plane, and secondly, even if it did, it does not have the capability to take measures if the UE goes over the limit.
However, it could be argued that this is simply a gap in the F1 interface specification. Today there is no UE-AMBR value passed to the DU in F1. So, a simple solution is just to provide such a value. The only caveat is that, in the case of multiple DUs serving the UE, then the CU would need to fragment the received UE-AMBR value, potentially resulting in some inefficiency as not all the limit would be used.

In passing we note that this fragmentation already exists between master and secondary, so in itself this is nothing new, but obviously additional fragmentation may be seen as increasingly inefficient. Another observation is that use of two DUs to serve the same UE under EN-DC does not seem a realistic case.
Observation 1: The problem caused by CU/DU split is not fundamental, and could be solved (although with some inefficiency) by simply passing a limit AMBR to the DU over F1; in any case this inefficiency should not exist in EN-DC (single DU operation).
The problem statement was then used to motivate interpreting the Uplink Master/Secondary limits as tied to the bearers for which they provide the CN-bound termination (i.e. host PDCP), rather than tied to the bearers for which they provide the PHY (i.e. host DRBs). Indeed, monitoring at PDCP layer bypasses the problem of multiple DUs since a single node sees the aggregate rate, but on the other hand it does nothing for the fragmentation that already exists between Master and Secondary.

Observation 2: A solution based on monitoring at PDCP layer is anyway incomplete as it only deals with limit fragmentation due to multiple DUs, which may not even be a common case.

This solution also raises other concerns which will be considered later.

Issue 2: Balancing between the two RATs

This issue itself is not new, and is somewhat fundamental to any limiting system with two independent nodes and no feedback. In fact, the problem occurs also for the downlink, and so it was consciously adopted during the EN-DC discussion. There are some mitigations anyway – for example the master is able to adjust the UE-AMBR limit passed to the secondary, based on its own observed traffic i.e. it could observe its traffic over a period of time and update the secondary limit so it that its usage and the secondary limit add up to the overall UE-AMBR. The master might also have a limit on the percentage it keeps for itself based on configuration. But it is true that full continuous balancing is not possible, and in particular the master cannot know whether the secondary is hitting the limit or not.
Observation 3: The lack of continuous inter-RAT balancing is not a new problem, and a degree of balancing can be achieved by adjustment of the secondary’s UE-AMBR (for both DL and UL).
3. Proposed solutions in [1]
The way forward provides a detailed description of two generic solution types [1]. Below is a summary focussing on the functions at the SgNB side for brevity:
Solution 1: UL AMBR is split between MN (MeNB) and SN (SgNB) so that each portion applies to the aggregate of bearers served by MN or SN low layers.

Then at the SgNB side, there may be no inherent knowledge of the UE’s bit rate, therefore
· SgNB-DU signals to SgNB-CU its share of UL throughput served for the UE, either periodically or based on a pre-set threshold (if UP is not connected to the SgNB).

· SgNB-CU checks that the aggregated throughput is within the portion of UL AMBR allocated to SgNB

· If the aggregate throughput breaches the portion of UL AMBR allocated to SgNB, SgNB-CU signals to one or more SgNB-DU to limit UL throughput to a given limit. The latter ensures that the UE UL throughput is within enabled limits

Solution 2: UL AMBR is split between MN (MeNB) PDCP and SN (SgNB) PDCP so that each portion applies to the aggregate of bearers served by MN PDCP or SN PDCP.

Then at the SgNB side, there is inherent knowledge of the UE’s bit rate, but no direct way to change it:

· If the SgNB detects breach of its portion of UE UL AMBR, SgNB can limit UL resource allocation via signalling to SgNB DUs to limit UL throughput to a given limit

· SgNB also signals over X2 an indication to MeNB to limit UL Throughput to a given value X for the affected UE

In principle both solutions seem feasible. It could be considered that there are two functions, monitoring and limiting.
· In solution 1, the CU may not be able to monitor directly, but limiting is inherent if limits are signalled to the DU

· In solution 2, the CU can monitor, but it needs new signalling to impose limiting in DUs

However, one significant problem with solution 2 is the fact that grants are provided to the UE, and the network cannot easily make the UE differentiate between bearers with PDCP in different nodes (the general case). So any case of cross-over (e.g. where a bearer is served by the same DU as another bearer, but PDCP is hosted in different nodes) immediately results in an inability to limit only the intended target bearer(s).

This issue does not seem to be easily mitigated. In theory, the PDCP hosting node could also change some of the bearer parameters in RRC e.g. to reduce priority, but this seems quite a convoluted and also potentially dangerous approach. 
It should also be noted that neither solution addresses directly the problem of balancing between two RATs (or nodes, in the PDCP case).

Observation 4: Solution 2 works well in terms of monitoring uplink traffic at PDCP level, but is unable to limit only traffic corresponding to its bearers in a DU in general.

Based on this observation, it seems sensible to focus on solution 1 (each node’s portion applies to traffic served by lower layers in each node), and check whether this can be used to address the outlined problems.

Proposal 1: Focus on solution 1.

4. Further discussion of solution 1
There are at least a couple of variants of solution 1, depending on how the limiting and reporting is configured. For example
Solution 1A: as described above: DU signals actual usage (in control plane), periodically or based on threshold, and SgNB at some point indicates a limit.

Solution 1B: CU signals a UE-AMBR for each DU as part of UE context, and DU signals “overflow” when it hits this limit, and “normal” when it goes below some proportion of the UE-AMBR (i.e. with hysteresis). CU can change dynamically the UE-AMBR and hence the reporting limits.

The two variants are not so different, and in fact in 1A, the signalling based on a threshold is extremely similar to signalling of e.g. UE-AMBR (which is also used as a limit).
It should also be noted that in 5GS the AMBR is to be calculated using an averaging window of 2s. This implies that signalling at shorter interval is not useful (whether for reporting, modifying or limiting), and so control plane signalling load should not be excessive. In that respect both solutions (1A and 1B) should perform satisfactorily. Therefore, it would be possible to support both event triggered and periodic reporting in the F1 signalling.

With this understanding, a possible general solution would be as follows:

· UE-AMBR Configuration
· CU signals UE-AMBR portion (and either hysteresis e.g. as a %, for event triggered reporting, or a period for periodic reporting) to each DU, as part of UE context

· UE-AMBR Reporting
· For periodic option, DU reports total traffic volume over last reporting period for the UE

· For event-triggered option, DU reports UE-AMBR overflow e.g. when traffic measured over averaging period > UE-AMBR portion + (hysteresis/2), OR “no overflow” when the opposite happens after an overflow event (exact reporting rules to be defined)
· UE-AMBR adjustment
· CU can change UE-AMBR via context modification e.g. to change the balance if possible between DUs

With this support, the CU could also request periodic reporting while giving high limits to both DUs, and only reduce the portion for either or both DUs when the total traffic gets close to the limit. In fact, a range of possible strategies is possible at the CU, and may be left to implementation.

As a result, the requirements for F1 signalling would be:

· UE context over F1 to include UE-AMBR (portion) and optional reporting hysteresis or reporting period
· New procedure (class 2, DU to CU) – e.g. UE Traffic Report, with traffic volume, and optionally status (“overflow”, “normal”)
Proposal 2: Consider stage 3 changes in F1 as follows: (1) UE context in DU to include UE-AMBR (portion) and reporting hysteresis/period, and (2) a new procedure (class 2, DU to CU) – e.g. UE Traffic Report, with traffic volume, and optionally status (“overflow”, “normal”).
4.1 Possible implications for inter-RAT balancing

It should be fairly obvious that the solution can be scaled to the issue of MN/SN UE-AMBR sharing, where the MN has overall control, and may act towards the SN in a similar way e.g. provide UE-AMBR as now, and also add reporting hysteresis. With this simple change (and the addition of event triggered reporting over X2/Xn), the MN would become aware of bit rate limitation in the SN, and could therefore increase (if available / appropriate) the UE-AMBR portion provided to the SN
Note that this approach could be applied to the Downlink too, as well as to the general MR-DC case.

Proposal 3: Consider applying the approach of proposal 2 to X2/XN signalling, including also DL UE-AMBR management.

5. Conclusions
This paper has analysed the issue of providing a reasonable control of UL UE-AMBR for the CU/DU case. Although it is believed that there is a very simple solution – simply pass a UE-AMBR portion for each DU – the paper has explored further optimizations, and proposes incremental changes on top of the UE-AMBR signalling – which may also be applied to X2/Xn.

Below is a compilation of the observations and proposals:
Observation 1: The problem caused by CU/DU split is not fundamental, and could be solved (although with some inefficiency) by simply passing a limit AMBR to the DU over F1; in any case this inefficiency should not exist in EN-DC (single DU operation).
Observation 2: A solution based on monitoring at PDCP layer is anyway incomplete as it only deals with limit fragmentation due to multiple DUs, which may not even be a common case.

Observation 3: The lack of continuous inter-RAT balancing is not a new problem, and a degree of balancing can be achieved by adjustment of the secondary’s UE-AMBR (for both DL and UL).
Observation 4: Solution 2 works well in terms of monitoring uplink traffic at PDCP level, but is unable to limit only traffic corresponding to its bearers in a DU in general.

Proposal 1: Focus on solution 1.
Proposal 2: Consider stage 3 changes in F1 as follows: (1) UE context in DU to include UE-AMBR (portion) and reporting hysteresis/period, and (2) a new procedure (class 2, DU to CU) – e.g. UE Traffic Report, with traffic volume, and optionally status (“overflow”, “normal”).

Proposal 3: Consider applying the approach of proposal 2 to X2/XN signalling, including also DL UE-AMBR management.
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