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1. Introduction
A new study item on Integrated Access and Backhaul for NR was approved in RAN#75 [1]. The motivation is to support wireless backhaul and relay links enabling flexible and very dense deployment of NR cells without the need for densifying the transport network proportionately. Some RAN3 related objectives are cited in the below. This study item was initially discussed in last RAN2 ad hoc meeting. And some agreements were achieved with regard to the use cases, deployment scenarios as well as architecture requirements for IAB [2]. In this contribution, we firstly discuss the deployment scenarios for IAB based on the RAN2 agreements. And then we discuss potential relay architectures for IAB and make a comparison between layer 2 relay and layer 3 relay. 
	· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.
· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 
· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links
· Route selection and optimization [RAN2, RAN1, RAN3], e.g.
· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links
· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.


2. Discussion
2.1 Deployment scenarios
2.1.1 Standalone (SA) deployment for IAB
According to TR38.874 [3], the NR access over NR backhaul should be studied with highest priority. In SA deployment scenario, R15 NR UE connects to IAB node via NR access. One or more IAB nodes relays CP signaling and UP data between the UE and the anchor node over NR backhaul. The anchor node has connection to the core network and could deliver the R15 NR UE’s CP signaling and UP data to 5GC. Moreover, NR wireless backhauls between IAB nodes, and between IAB node and the anchor node could also be used to enable topology management, resource coordination, etc. An example topology in SA deployment scenario considering multi-hop relay and redundant connectivity is illustrated in Figure 1-1. As shown in Figure 1-1, R15 NR UE connects to IAB nodes (IAB node 1) via NR access. And IAB node 1 could relay the data to IAB node 2 and IAB node 4, which finally reach the same anchor node. Note that redundant connectivity could also be used on access link.
[image: image1.png]UE

[<—NR access—s|

1AB node 1 NR 1AB node 2 NR anchor node NR
(@NB) [ backhaul (@NB) [ backhaul @NB) [ backhaui *|  °CC
NR
NR backhaul backhaul
\V—\BnodeA

(gNB)





Figure 1-1 Standalone deployment without CU/DU split
On the other hand, CU/DU split is introduced in NR to allow central CU functionality to terminate RRC/PDCP and NG/Xn interface in a central place while the distributed DU terminates RLC/MAC/PHY. F1 interface is defined between CU and DU within a gNB. DU similar functionality could be utilized in IAB node which only terminates RLC/MAC/PHY. Correspondingly, CU similar functionality could be hosted in anchor node which terminates RRC/PDCP and NG/Xn interface. In our opinion, the SA deployment scenario considering CU/DU split could be further divided into following two cases:
· Intra-CU wireless backhaul relay for SA deployment
An example topology in SA deployment scenario considering CU/DU split of intra-CU case is illustrated in Figure 1-2. As illustrated in Figure 1-2, IAB node 1, IAB node 2, IAB node 3 have the functionality of DU. And the anchor node has the functionality of CU and connects to the core network. All the IAB node in the topology tree are in the control of CU1. However, only IAB node 2 (DU2) and IAB node 3 (DU3) have wired connection to the anchor node (CU1). So the NR UE’s traffic shall be relayed between the UE and anchor node CU1 via DU 1 and DU 2/DU 3.  In this scenario, the signaling between DU1 and CU1 is also relayed by DU2/DU3. 
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Figure 1-2 Standalone deployment with CU/DU split, intra-CU case
· Inter-CU wireless backhaul relay for SA deployment
An example topology in SA deployment scenario considering CU/DU split with inter-CU relay is illustrated in Figure 1-3. As shown in Figure 1-3, IAB node 1, IAB node 2, IAB node 3 have the functionality of DU. The anchor node (CU2) has the functionality of CU and also connect to 5GC. Only a subset of IAB nodes in the topology tree are in the control of the anchor node (CU 2). For example, IAB node 2 (DU2) and IAB node 3 (DU3) have direct F1 interface to the anchor node (CU2) and controlled by CU2, while IAB node 1 (DU1) has direct F1 interface to CU1. Assuming that CU1 has no connection to 5GC or CU1 has no wired backhaul, the NR UE’s traffic shall be relayed between the UE and CU2 via DU 1 and DU 2/DU 3. Wireless backhaul based on NR is used between IAB nodes. Coordination between CUs via Xn interface is needed for topology management and topology adaptation in the inter-CU case. 
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Figure 1-3 Standalone deployment with CU/DU split, inter-CU case
Observation 1: The standalone IAB deployment with NR access over NR backhaul should be studied with highest priority. 
Proposal 1: Assuming CU/DU split is used, both intra-CU and inter-CU case should be discussed in the standalone deployment for IAB.
2.1.2 Non-standalone (NSA) deployment for IAB
As agreed in last RAN2 ad hoc meeting, both NSA and SA for the acess link and backhaul links will be studied. For NSA, the relay is applied to the NR SCG path only. For both SA and NSA scenario, backhauling over the LTE radio interface is excluded from the study according to TR 38.874 [3]. In addition, EN-DC for UEs and IAB nodes has high priority for NSA study [3]. Based on these requirements, we discuss the non-standalone deployment on access link and backhaul link respectively. 
1) NSA deployment on access link 
In NSA deployment (EN-DC case) on access link, UE connects to one eNB (i.e. MeNB) via LTE and one en-gNB (i.e. SgNB) via NR. As illustrated in Figure 2-1, the SgNB could acts as IAB node and connects to the anchor node via the relaying of IAB node 2. NR backhaul is used between IAB nodes and between IAB node and anchor node. In this deployment scenario, the interaction between MeNB and SgNB may be performed between the MeNB and the anchor node, or between the MeNB and the IAB node1, depending on the whether the IAB node supports X2 interface. If the IAB node 1 support X2 interface, the X2-C signaling and X2-U traffic between the MeNB and SgNB is relayed via other IAB node and anchor node in the wireless NR backhaul considering that there is no wired connection between the MeNB and the IAB node 1. 
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Figure 2-1. Non-standalone deployment on access link for IAB without CU/DU split
Similar to the SA deployment, CU/DU split may also be considered in NSA deployment. As analyzed in the SA deployment, DU similar functionality could be utilized in IAB node which only terminates RLC/MAC/PHY. Correspondingly, CU similar functionality could be hosted in anchor node which terminates RRC/PDCP and NG/Xn interface. NSA deployment scenario considering CU/DU split could also be further divided into following two cases:
· Intra-CU wireless backhaul relay for NSA deployment
Intra-CU case of NSA deployment on access link for IAB is illustrated in Figure 2-2. In the intra-CU case, all the DUs which acts as IAB node in the topology tree is controlled by the anchor node (CU2). Only DU2 have wired direct F1 interface to the anchor node (CU2). DU1 has no wired connection with anchor node (CU2). It could only connects to the CU2 via the relaying of DU2. 
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Figure 2-2. Non-standalone deployment on access link for IAB with CU/DU split, intra-CU case
· Inter-CU wireless backhaul relay for NSA deployment
An example topology in NSA deployment case (EN-DC) on access link considering CU/DU split for inter-CU case is illustrated in Figure 2-3. As shown in Figure 2-3, IAB node 1 is controlled by CU1, which may only connect to 5GC or has no wired backhaul connection. The UE’s traffic is relayed via DU2 and CU2 between the DU1 and EPC. 
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Figure 2-3. Non-standalone deployment on access link for IAB with CU/DU split, inter-CU case
Observation 2: EN-DC for UEs and IAB nodes has high priority for NSA deployment for IAB. 
Proposal 2: Assuming CU/DU split is used, both intra-CU and inter-CU case should be discussed in the non-standalone deployment for IAB.
2) NSA deployment on backhaul link
As agreed in last RAN2 ad hoc meeting, NSA for the backhaul link should also be studied and backhaul traffic over the LTE radio interface is excluded. As proposed in [4][5], possible topologies of non-standalone deployment on backhaul link for IAB with or without CU/DU split are illustrated in Figure 3-1 and Figure 3-2 respectively. As depicted in Figure 3-1 and 3-2, NR UE access IAB node 1 via NR. IAB node 1 connects to one en-gNB (SgNB) or DU which is called IAB node 2. IAB node 2 could be used to relay traffic data between the anchor node and IAB node 1. On the other hand, IAB node 1 connects to one LTE eNB (MeNB) which could be used to transfer control plane signaling of IAB node 1, e.g. relay topology, resource allocation related control information. However, the benefit of NSA on backhaul link, i.e. IAB node connects to network via EN-DC is not clear. 
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Figure 3-1. Non-standalone deployment on backhaul link for IAB without CU/DU split
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Figure 3-2. Non-standalone deployment on backhaul link for IAB with CU/DU split
Observation 3: The benefit of NSA on backhaul link, i.e. IAB node connects to network via EN-DC is not clear.  
Proposal 3: The deployment scenario of NSA on backhaul link, IAB node connects to network via EN-DC needs further clarification and should be of lower priority. 
2.2 Relay architectures 
In last RAN2 ad hoc meeting, some architecture requirements are agreed and both L2 and L3 relay architectures shall be studied in IAB supporting. In this section, we present several potential relay architectures including L2 and L3 relaying. And some initial considerations on the relay architectures are discussed. 
2.2.1 Layer 2 relay
For Layer 2 relay, the relay and routing functionality locates in AS layer of the IAB nodes. IAB node does not need to support complete base station functionalities, for example, the functionalities of PDCP or RRC sublayer may be only located in Anchor Node. The RRC context of User UE is stored in the Anchor node and the NG/Xn interface terminates in the anchor node. The overview of layer 2 relay is depicted in figure 4. It should be noted that the IAB node should be able to discover nearby IAB nodes and anchor nodes and then establish the routing table for subsequent NR backhaul based relay. In order to support the wireless backhaul, the IAB node may act as UE which needs to establish the RRC connection as well as radio bearers with nearby IAB node/anchor node. The User UE’s user plane data and control plane signaling are actually relayed by IAB node over the radio bearers established between IAB node and IAB node/anchor node. 
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Figure 4. Overview of layer 2 relay in IAB
Example protocol stacks for layer 2 relay are illustrated in figure 5 and figure 6 for user plane and control plane respectively. Note that figure 5 and figure 6 focus only on User UE’s user plane data and control plane signaling relay. For the user plane, relaying is performed between PDCP and RLC sublayer among the IAB nodes. SDAP and PDCP sublayer are terminated between the UE and the anchor node. In this way, end-to-end security could be provided between the UE and the anchor node. RLC, MAC and PHY sublayers are terminated on access link and each backhaul links. And adaptor layer could be introduced to implement the relaying functionality between PDCP and RLC sublayer, which is similar to the layer 2 relay discussed in feD2D SI. Routing information could be contained in the adaptor layer. Upon receiving the UE’s data packet relayed by IAB node, the anchor node performs the PDCP processing and then deliver it to the UPF of UE via GTP tunnel. 
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Figure 5. Layer 2 user plane radio protocol stack
For the control plane, RRC and PDCP sublayers are terminated between the UE and the anchor node, while RLC, MAC and PHY sublayers are terminated on access link and each backhaul link. The anchor node works as the serving base station of UE and stores the RRC context of UE. NAS/RRC messages are encapsulated into PDCP PDU and relayed transparently between UE and anchor node similar as user plane data. Anchor node is responsible for establishment and maintenance of NG-C interface and exchange the NG-C signaling with UE’s AMF. 
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Figure 6. Layer 2 control plane radio protocol stack
2.2.2 Layer 3 relay
In layer 3 relay architecture, the relay and routing functionality locates in layer 3 (e.g. IP layer) in the IAB nodes. As shown in figure 7, IAB node 1 works as the serving base station of User UE. The NG/Xn interface terminates in the IAB node 1. The NG-C connection and GTP-U tunnel are spanning through the IAB node 2 and Anchor node transparently.  It should be noted that IAB node should be able to discover nearby IAB nodes and anchor nodes and then establish the routing table for subsequent NR backhaul based relay. In order to support the wireless backhaul, the IAB node may act as UE which needs to establish the RRC connection as well as radio bearers with nearby IAB node/anchor node. The User UE’s user plane data and control plane signaling are actually relayed by IAB node over the radio bearers established between IAB node and IAB node/anchor node.
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Figure 7. Overview of layer 3 relay in IAB
Example radio protocol stacks for layer 3 relay are illustrated in figure 8 and figure 9 for user plane and control plane respectively. Note that figure 8 and figure 9 focus only on User UE’s user plane data and control plane signaling relay. For the user plane, SDAP/PDCP/RLC/MAC/PHY is terminated on each access link and backhaul link. And hop-by-hop security is provided on each link. The relaying is performed in the IP layer of the IAB node and anchor node. For example, in the uplink, upon receiving the data packet from UE, the serving IAB node (IAB node 1) encapsulate it into GTP tunnel with GTP tunnel info. The GTP tunnel info indicates the transport address of UE’s UPF and UL GTP endpoint. Then the IAB node 1 transmits this packet via backhaul link to IAB node 2. Upon receiving such packet, IAB node 2 detects the IP header. If the destination IP address is not for itself, it will route this packet to next node according to the pre-established routing table. Finally, the packet arrives anchor node, and anchor node forward it to UE’s UPF. 
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Figure 8. Layer 3 user plane radio protocol stack
For the control plane, RRC/PDCP/RLC/MAC/PHY sublayer are terminated in the access link between the UE and the IAB node. That means the IAB node works as the serving base station of UE and stores the RRC context of UE. RRC messages are also processed in the serving IAB node. For the NG-C signaling, it may be generated by IAB node 1 and then delivered to the AMF of UE via the relaying of IAB node 2 and anchor node.
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Figure 9. Layer 3 control plane radio protocol stack
Proposal 4: It is suggested to consider the layer 2 and layer 3 relay architecture for IAB proposed in section 2.2.1 and 2.2.2 respectively. 
2.2.3 Comparison of layer 2 and layer 3 relay
In this section, initial comparisons of the layer 2 and layer 3 relay are presented in Table 1. The following aspects are evaluated: 1) RRC Connection management, 2) the termination of UE’s GTP-U tunnel, 3) the termination of UE’s NG-C connection, 4) security, 5) scalability, 6) CN signaling overhead due to UE mobility, 7) complexity of IAB node, and 8) complexity of anchor node. As we can see, the L2 based relay is more suitable for the CU/DU split scenario, in which each DU type IAB node only performs the PHY/MAC/RLC processing and then forward it to the next DU, without going back and forth between CU and DU. However, L2 based relay requires the anchor node to manage the RRC connection of all the UEs served by the aggregated IAB nodes. So anchor node may become bottleneck with more IAB nodes aggregated. For the L3 based relay, it is more suitable for the non CU/DU split scenario. Each IAB node works with complete base station functionality and maintain the GTP-U tunnel and NG-C connection for each served UE. 
Table 1 Comparison of layer 2 and layer 3 relay
	Aspects
	L2 based
	L3 based

	RRC connection management
	Controlled by anchor node
	Controlled by IAB node

	The termination of UE’s GTP-U tunnel
	Terminated at the anchor node
	Terminated at the IAB node

	The termination of UE’s NG-C connection
	Terminated at the anchor node
	Terminated at the IAB node

	Security
	End to end security between UE and anchor node
	Hop by hop security in each access link and backhaul link

	Scalability
	1. less data packet header overhead (no GTP header) on each hop 
2. lower latency on each hop (no PDCP processing)
	1. more data packet header overhead (GTP header) on each hop
2. higher latency on each hop (latency for PDCP processing and the transport between CU and DU)

	CN signaling overhead due to UE mobility
	No CN signaling for intra-anchor node mobility
	More CN signaling overhead for intra-anchor node mobility 

	Complexity of IAB node
	Less, only need to support partial base station functionalities in IAB node
	More, need to support complete base station functionalities in IAB node

	Complexity of anchor node 
	Anchor node is responsibility for the RRC connection management of all the UEs served by the aggregated IAB nodes. So anchor node may become bottleneck with more IAB nodes aggregated. 
	Anchor node is only responsibility for the RRC connection management of directly connected UEs.


Proposal 5: Layer 2 relay architecture for IAB is more suitable for the CU/DU split deployment scenario whereas Layer 3 relay architecture for IAB may be used for the non-CU/DU split deployment scenario. 
3. Conclusion
In this contribution, we discussed the deployment scenarios for IAB based on the RAN2 agreements. And then we discussed potential relay architectures for IAB and made a comparison between layer 2 relay and layer 3 relay. And we have the following observations and proposals:
Observation 1: The standalone IAB deployment with NR access over NR backhaul should be studied with highest priority. 
Proposal 1: Assuming CU/DU split is used, both intra-CU and inter-CU case should be discussed in the standalone deployment for IAB.
Observation 2: EN-DC for UEs and IAB nodes has high priority for NSA deployment for IAB. 
Proposal 2: Assuming CU/DU split is used, both intra-CU and inter-CU case should be discussed in the non-standalone deployment for IAB.
Observation 3: The benefit of NSA on backhaul link, i.e. IAB node connects to network via EN-DC is not clear.  
Proposal 3: The deployment scenario of NSA on backhaul link, IAB node connects to network via EN-DC needs further clarification and should be of lower priority.
Proposal 4: It is suggested to consider the layer 2 and layer 3 relay architecture for IAB proposed in section 2.2.1 and 2.2.2 respectively. 
Proposal 5: Layer 2 relay architecture for IAB is more suitable for the CU/DU split deployment scenario whereas Layer 3 relay architecture for IAB may be used for the non-CU/DU split deployment scenario. 
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