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1
Introduction

At RAN3#97bis an LS from SA2 was received in R3-173590/S2176158 on coexistence between RRC inactive and dual connectivity.

SA2 stated their preference that dual connectivity configuration is maintained while the UE is in RRC inactive in order to potentially avoid unnecessary signalling between the RAN and CN, and within the CN, whenever the UE moves between RRC connected and RRC inactive states. 

RAN2 and RAN3 are requested to study this case.

RAN2 provided a reply LS to RAN3#98 in R3-174276/S2-1712063, where RAN2 rules out to maintain lower layer configuration data but is still discussing implications for SDAP/PDCP configuration.

(Obviously RAN2 also considers the E-UTRAN case for suspend/resume, this document mostly talks about RRC_INACTIVE, but considerations can be applied to Suspend as well.).

2
Discussion

It can be confirmed that especially in case of SN terminated DRBs, i.e. DRBs where the NG-U bearer terminates at the Secondary Node (which hosts the SDAP/PDCP entity for the PDU Session / DRB), removing the DC configuration when the UE goes to RRC_INACTIVE, would require removing bearer and signalling contexts from the Secondary Node by means of Xn-C and NG-C signalling:

-
The NG-U PDU Session tunnel would need to be switched to the Master Node

-
SCG resources would need to be removed

-
User Plane contexts in the 5GC would need to be de-activated, requiring interaction between CP and UP 5GC entities (AMF, SMF; UPF).

As the feature RRC_INACTIVE is intended to be used to effectively support UE RRC state changes also in case of relatively frequent data transmission with transmission gaps in between that cause the network to send the UE to RRC_INACTIVE, this would cause unnecessary signalling on network interfaces.

For MN terminated DRBs only additional Xn signalling w

Observation 1 Utilising RRC_INACTIVE in between relatively frequent transmission of data bursts, would not allow utilising Dual Connectivity with SN terminate DRBs, as the related network signalling would rather discourage its use.
While it can be expected that Lower Layers (RLC/MAC/PHY) are not kept established at RRC_INACTIVE, keeping NG-U PDU Session tunnels active and SDAP/PDCP established, would be feasible. It allows to hide RRC_INACTIVE activities form the Core Network – minimising signalling at RRC state transition has been always a basic design guideline for RRC_INACTIVE.

A graph how network resources would be configured for SN terminated (split) bearers at RRC_CONNECTED (Figure 1) and RRC_INACTIVE (Figure 2) is shown below:
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Figure 1: Example network resource configuration for a UE in DC at RRC_CONNECTED
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Figure 2: Example network resource configuration for a UE in DC at RRC_INACTIVE

In order to get from the network resource configuration in Figure 1 to the one in Figure 2, NG-RAN internal signalling is necessary:
1)
The MN needs information provided from the SN to decide whether to send the UE to RRC_INACTIVE, which requires an Xn trigger from the SN once activity for SN terminated bearers have ceased.
2)
There is also an Xn trigger needed in case the UE was kept in RRC_CONNECTED and traffic re-appears at the SN.

3)
The MN, once the decision for RRC_INCACTIVE was made need to task the SN to remove Lower Layer resources while sending the UE to RRC_INACTIVE and removing MCG resources.

4) The MN needs a trigger for transition to RRC_CONNECTED if user data appears at the SN, which could be the performed with the same signalling mechanism as trigger than for item 2).
Observation 2 Keeping SDAP/PDCP resources in the SN for UEs in RRC_INACTIVE needs additional signalling on Xn: triggers from the SN to report inactivity/activity and triggers to add/remove Lower Layer resources (only).
Observation 3 Support of maintaining dual connectivity configuration while the UE is in RRC_INACTIVE is feasible.

The principles discussed above for RRC_INACTIVE in NG-RAN should be also applicable for support of Suspend/Resume in EPS / E-UTRAN. While the EPC would be notified about the RRC state change, keeping SN PDCP resources and avoiding Path Switch is still worth to consider a similar approach as for NG-RAN.

In order to get from the network resource configuration in Figure 1 to the one in Figure 2, NG-RAN internal signalling is necessary:

Observation 4 Support of maintaining dual connectivity configuration could be also applied for suspended UEs in EPS.

3
Conclusion
We have shortly reviewed the incoming LS from SA2 and RAN2 on the feasibility of maintaining network DC configuration for UEs in INACTIVE and realised its benefit in terms of reduced network signalling on NG-C and Xn-C. 
It is proposed to further discuss this topic in future meeting and to liaise back to SA2 our findings (see R3-174737).
It is also proposed to discuss the TP for 38.423 provided in the Annex, which covers a new class 2 procedure to indicate activity (on a per UE and a per DRB level) and additions to the MN initiated S-NG-RAN node Modification procedure.
4
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Annex: Text Proposal for NGAP TS 38.423 v0.4.0
<<<<<<<<<<<<<<<<<<<< Begin Text Proposal >>>>>>>>>>>>>>>>>>>>
8.3.4
S-NG-RAN node initiated S-NG-RAN node Modification

Editor’s Note: All the text below is FFS.
8.3.4.1
General

This procedure is used by the S-NG-RAN node to modify the UE context in the S-NG-RAN node.
The procedure uses UE-associated signalling.

8.3.4.2
Successful Operation
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Figure 8.3.4.2-1: S-NG-RAN node initiated S-NG-RAN node Modification, successful operation.

The S-NG-RAN node initiates the procedure by sending the S-NODE MODIFICATION REQUIRED message to the M-NG-RAN node.

When the S-NG-RAN node sends the S-NODE MODIFICATION REQUIRED message, it shall start the timer TDCoverall. 

The S-NODE MODIFICATION REQUIRED message may contain

-
the S-NG-RAN node to M-NG-RAN node Container IE.
-
PDU sessions to be released within the PDU sessions To Be Released Item IE;

-
the SCG Change Indication IE.

If the M-NG-RAN node receives a S-NODE MODIFICATION REQUIRED message containing the SCG Change Indication IE, the M-NG-RAN node shall act as specified in TS 37.340 [8].

If the M-NG-RAN node is able to perform the modifications requested by the S-NG-RAN node, the M-NG-RAN node shall send the S-NODE MODIFICATION CONFIRM message to the S-NG-RAN node. The S-NODE MODIFICATION CONFIRM message may contain the M-NG-RAN node to S-NG-RAN node Container IE.

Upon reception of the S-NODE MODIFICATION CONFIRM message the S-NG-RAN node shall stop the timer TDCoverall.
8.3.4.3
Unsuccessful Operation
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Figure 8.3.4.3-1: S-NG-RAN node initiated S-NG-RAN node Modification, unsuccessful operation.

In case the request modification cannot be performed successfully the M-NG-RAN node shall respond with the S-NODE MODIFICATION REFUSE message to the S-NG-RAN node with an appropriate cause value in the Cause IE.

The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE.

8.3.4.4
Abnormal Conditions

Void.

<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
9.1.2.5
S-NODE MODIFICATION REQUEST

This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation to modify S-NG-RAN node resources for a specific UE.

Direction: M-NG-RAN node ( S-NG-RAN node.
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID <reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	<reference>
	
	YES
	ignore

	SCG Change Indication
	O
	
	<reference>
	
	YES
	ignore

	Serving PLMN
	O
	
	PLMN Identity

<reference>
	The serving PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Handover Restriction List
	O
	
	<reference>
	
	YES
	ignore

	SCG Configuration Query
	O
	
	9.2.13
	
	YES
	ignore

	UE Context Information
	
	0..1
	
	
	YES
	reject

	Lower Layer presence status change
	O
	
	9.2.Z
	
	YES
	reject

	>UE Security Capabilities
	O
	
	<reference>
	
	–
	–

	>SgNB Security Key
	O
	
	<reference>
	Editor’s Note: terminology “S-KgNB” to be fixed with SA3 and RAN2
	–
	–

	>S-NG-RAN node UE Aggregate Maximum Bit Rate
	O
	
	UE Aggregate Maximum Bit Rate

<reference>
	
	–
	–

	> PDU sessions To Be Added List
	
	0..1
	
	
	–
	–

	>> PDU sessions To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>> PDU  sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>>NG UL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>Correlation ID
	O
	
	Correlation ID
<reference>
	
	–
	–

	>>>>>SIPTO Correlation ID
	O
	
	Correlation ID

<reference>
	
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	> PDU sessions To Be Modified List
	
	0..1
	
	
	–
	–

	>> PDU sessions To Be Modified Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	O
	
	<reference>
	Includes QoS parameters to be modified
	–
	–

	>>>>>NG UL GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>> PDU sessions Level QoS Parameters
	O
	
	<reference>
	Includes QoS parameters to be modified
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	> PDU sessions To Be Released List
	
	0..1
	
	
	–
	–

	>> PDU sessions To Be Released Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>>SCG Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer. used for forwarding of UL PDUs
	–
	–

	>>>>Split Bearer
	
	
	
	
	
	

	>>>>> PDU sessions ID
	M
	
	<reference>
	
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint <reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in TS 38.331 [x]
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of E-RABs. Value is 256


<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
8.3.X
Notify

8.3.X.1
General

The purpose of the Notify procedure is to allow one NG-RAN node to send notification to another NG-RAN node for the already established QoS flow(s) or PDU session(s) or concerning the UE context for a given UE. The procedure uses UE-associated signalling.

8.3.X.2
Successful Operation
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Figure 8.3.X.2-1: Notify
NG-RAN node1 initiates the procedure by sending a NOTIFY message to NG-RAN node2. 

The NOTIFY message may contain notification for UE context level user plane activity in the UE Context level user plane activity report IE.
The NOTIFY message may contain notification for the already established PDU sessions or QoS flows within the PDU Session Resource Notify Item List IE.

Editor’s Note:
Further details are FFS.

8.3.X.3
Abnormal Conditions

Editor’s Note:
Further details are FFS.
<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
9.1.X
NOTIFY

Editor’s Note:
Message structure and IEs need further checking and completion. Further details FFS.
This message is sent by a NG-RAN node to send notification to another NG-RAN node for the already established QoS flow(s) or PDU session(s) for a given UE 

Direction: NG-RAN node ( NG-RAN node
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	ignore

	UE Context level user plane activity report
	O
	
	User plane traffic activity report
9.2.Y
	
	YES
	ignore

	PDU Session Resource Notify Item List
	
	1..<maxnoofPDUSessions>
	
	
	EACH
	ignore

	>PDU Session ID
	M
	
	<ref>
	
	-
	

	>PDU Session level user plane activity report
	O
	
	User plane traffic activity report
9.2.Y
	
	
	

	>PDU Session Resource Notify Transfer
	O
	
	9.2.X
	
	-
	


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions allowed towards one UE. Value is FFS.


<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
9.2.X
PDU Session Resource Notify Transfer
This IE is used to indicate the Notification cause for the QoS flows or PDU sessions.
Editor’s Note: 
Further details FFS.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE PDU Session Resource Notify Transfer
	M
	
	
	

	>User plane traffic activity
	
	
	
	

	>>QoS Flows Notify List
	
	1..<maxnoofQoSFlows>
	
	

	>>>QoS Flow Indicator
	M
	
	<ref>
	

	>>>User plane traffic activity report
	M
	
	9.2.Y
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is FFS.


9.2.Y
User plane traffic activity report

This IE is used to indicate user plane traffic activity.
Editor’s Note: 
Further details FFS.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	User plane traffic activity report
	M
	
	ENUMERATED(inactive, re-activated, …)
	"re-activated" shall be only set after "inactive" has been reported for the concerned reporting object


9.2.Z
Lower Layer presence status change
This IE is used to indicate that lower layer resources’ presence status shall be changed. If the presence status is set to "release lower layers" SDAP entities, PDCP entities, Xn-U bearer resources, NG-U bearer resources and UE context information shall be kept.
Editor’s Note: 
Further details FFS.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Lower Layer presence status change
	M
	
	ENUMERATED (release lower layers, re-establish lower layers…)
	"re-establish lower layers" shall be only set after "release lower layers" have been indicated.


<<<<<<<<<<<<<<<<<<<< End of Text Proposals  >>>>>>>>>>>>>>>>>>>>
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