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1. Introduction
In last meeting, we have achieved some high level agreements on bearer and flow handling for MR-DC with 5GC. There are still some FFSs on the details. This paper is to investigate more on those points. The corresponding proposals are also provided.
2. Discussion
2.1 Issue 1: on the offloading granularity for MR-DC with 5GC
RAN2 has achieved the following agreements in the past meetings: 
Agreements in RAN2 NR Ad hoc #2

Agreements
1: The MN makes the decision to move ongoing/existing QoS flows to the SN (this agreement does not imply whether the QoS flow is moved by moving a single flow or by moving a whole bearer)
FFS Whether MN or SN takes the decision for flows being moved from SN to MN
2: The SN can reject the addition of a QoS flow, and inform the MN.
3: The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN. 
FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported.
4: The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.
FFS: If the case where mapping is not maintained can support lossless handover
5: The SN is responsible for the DRB management (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN

Agreements in RAN2 #99

Agreements:
1:	SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move)
2:	QoS flow level offloading between the MN and SN is supported in NR.

Based on the agreement achieved in RAN2 ad hoc meeting #2, the DRB level offloading (i.e., offloading all QoS flows of a DRB) is supported. The motivation was to guarantee the lossless offloading from MN to SN. This can be accomplished by the target using the same DRB configuration and QoS flow to DRB mapping as the source.
On the other hand, in RAN2 meeting #99, the QoS flow level offloading was also agreed between the MN and SN. 
In the initial discussion of last RAN3 meeting, it seems that we can agree that during the data forwarding the same DRB configuration is kept for achieving lossless. But after that, the mapping rule can be changed decided by SN. 
Proposal 1): Both DRB level and Flow level offloading should be supported for MR-DC with 5GC. On DRB level offloading, the QoS flow to DRB mapping rule should be transferred to SN. 

2.2 Issue 2: SN’s and the MN’s roles in the decisions process on which bearer type to be realized for a QoS flow
One FFS of session 8.2 in stage 2 [2] is given as follows: 
· Editor’s Note: The SN’s and the MN’s roles in the decisions process on which bearer type to be realised for a QoS flow need further discussions.
Several issues exist here on the decision of bearer for MN and SN. 
Firstly, in last meeting, we have agreed that the MN decides per PDU session the location of the SDAP entity. Thus it is straightforward that MN is the node to decide the bearer type, whether MCG bearer, MCG Split bearer, SCG bearer or SCG Split bearer in the initial addition. 
Proposal 2): MN is the node to decide the bearer type, whether MCG bearer, MCG Split bearer, SCG bearer or SCG Split bearer for a QoS flow in the initial addition.
The second issue is on whether the SN can reject the addition of a QoS flow or not. According to the legacy principle, it is allowed that the SN to reject a specific bearer. Here, the only difference is the introduction of flow concept. SN should also have the authority to decide whether to accept or reject the flow based on its own situation of radio resources. On the other hand, RAN2 also has achieved the consensus on this point. 
Proposal 3): SN can reject the addition of a QoS flow. 
The third issue could be on whether SN can initiate the request of moving a QoS flow(s) from SN to MN. Basically, this issue is also similar to legacy bearer change from SCG to MCG, in which the SCG bearer may be changed into MCG bearer in case that SCG requests to release the bearer. This may be caused by the SN’s load/resource situation. Here the granularity is changed from bearer to flow level. This should also be allowed for MR-DC with 5GC. On the other hand, RAN2 has also achieved the consensus given as follows: 
Agreements in RAN2 #99

Agreements:
1:	SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move)
2:	QoS flow level offloading between the MN and SN is supported in NR.

Proposal 4): SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move). 
If proposal 4 is agreed, it has implicit meaning that bearer type change can be triggered by SN in a flow level since the moved flow will be served by MN in another bearer type. 
Proposal 5): SN can initiate the bearer type change for a QoS flow. 

3. Conclusion
In this contribution, the details on how to offload bearers to secondary node was investigated for option 7/7a/7x. The following proposals are suggested to RAN3:
Proposal 1): Both DRB level and Flow level offloading should be supported for MR-DC with 5GC. On DRB level offloading, the QoS flow to DRB mapping rule should be transferred to SN. 
Proposal 2): MN is the node to decide the bearer type, whether MCG bearer, MCG Split bearer, SCG bearer or SCG Split bearer for a QoS flow in the initial addition.
Proposal 3): SN can reject the addition of a QoS flow. 
Proposal 4): SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move). 
Proposal 5): SN can initiate the bearer type change for a QoS flow. 
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In EN-DC, for each radio bearer the MN decides the location of the PDCP entity and whether the bearer is split or not.
In MR-DC with 5GC, the following principles apply:
-	The MN decides per PDU session the location of the SDAP entity, i.e. whether it shall be hosted by the MN or the SN or by both.
-	If the MN decides to host an SDAP entity it may decide some of the related QoS flows to be realized as MCG bearer, and the others to be realized as MCG split bearer. 
-	If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, while the others may be realized as SCG split bearer.
-	The SN may reject the addition of a QoS flow and informs to MN.
-	The SN may request to move back a QoS flow from SN to MN, which may either accept or drop it but shall not reject it.
Editor’s Note: The SN’s and the MN’s roles in the decisions process on which bearer type to be realised for a QoS flow need further discussions.
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8.3	Bearer type change
In MR-DC, all the possible bearer type change options, initiated either by MN or SN, are supported:
-	MCG bearer to/from MCG/SCG split bearer
-	MCG bearer to/from SCG bearer
-	SCG bearer to/from MCG/SCG split bearer
-	MCG bearer to MCG bearer
-	SCG bearer to SCG bearer
-	MCG split bearer to MCG split bearer
-	SCG split bearer to SCG split bearer
-	MCG split bearer to/from SCG split bearer
For EN-DC:
-	when the security key is changed for a bearer, the associated PDCP and RLC entities are re-established, while MAC behaviour might depend on the solution selected by the network, e.g. MAC reset, change of LCID, etc. (see Annex A);
-	for MCG bearer, split bearer and SCG bearer, during handover MCG/SCG PDCP and RLC are re-established and MCG/SCG MAC is reset; 
-	if a bearer type change happens through handover procedure then for MCG bearer, split bearer and SCG bearer, MCG/SCG PDCP/RLC are re-established and MCG/SCG MAC is reset;
-	if a bearer type change happens through SN change procedure, then SCG PDCP /RLC are re-established and SCG MAC is reset;
-	one step (direct) bearer type change between MCG to/from MCG split bearer without using the handover procedure is supported;
-	one step (direct) bearer type change between SCG to/from SCG split bearer without using the handover or SN change procedure is supported;
-	for direct bearer type change between MCG bearer and SCG bearer MAC is not reset; the original RLC entity is released and new RLC entity is established;
-	PDCP version change for a DRB is only performed via handover procedure, using a release and add of the DRBs (in a single message) or full configuration;
-	Upon bearer type change from MCG bearer to SCG bearer or from split bearer to SCG bearer, the associated LTE RLC entity is first re-established and then released.
Editor’s note: FFS whether PDCP is re-established for the bearer type change between MCG bearer and SCG bearer, if NR PDCP is used for MCG bearer.
NOTE:	L2 handling for bearer type change in EN-DC is also summarized in Annex A.

