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1. Introduction
RAN2 sent and LS [1] to RAN3 notifying some agreements with regard to LTE-NR DC procedures and asks the following questions:

Regarding the secondary node change procedure, RAN2 also discussed which node to contact the new secondary node in case the SN change is initiated by the secondary node. Two solutions are on the table:

Solution 1: Secondary node sends the command to the Master node, and the Master node contacts the new secondary node, at least for the case if Xx interface is not available between the old SN and the new SN;

Solution 2: Secondary node contacts the new secondary node directly;
Since it is RAN3 scope, RAN2 respectfully asks RAN3 to decide this issue. RAN2 assumes that there is no radio interface impact from this decision.
This paper discusses the different alternatives for secondary node change procedure and comparing the options from different aspects of network node and interface.
2. Discussion
The background behind RAN2 LS are as follows: a) independent RRM function allocation in each LTE and NR node, b) for LTE-NR DC, after the first SN (SgNB) addition, SN can manage the NR related measurements, i.e., configure the measurements to the UE and receive the measurement results directly from the UE, without MN involvement. Therefore, the SN is able to decide whether intra or inter SN change is necessary from its own radio resources and UE radio condition perspective.
However, specifically for inter-SN change procedure, i.e., changing the node from the old SN to the new SN, there may be cases that this procedure cannot be decided/ managed by the SN alone, and involvement from MN is necessary. Some of the reasons are as follows:
1. The old SN may not know whether there is X2 interface between the MN (i.e., MeNB) and the new SN.

This information is crucial, since DC will not work if X2 is not available between MN and SN.

2. Cases where there is no Xn interface between the old SN and the new SN. 
This case will necessitate the old SN to ask MN for setting the SN change. For option 3 LTE-NR DC, there is no clear assumption yet that Xn would be available. However, it is also a fact that this condition may be less common when NR standalone starts to be deployed, especially when intra NR standalone mobility using Xn is supported.
For the case where there is no Xn, the inter-SN change procedure needs to involve the MN from the beginning and asks the MN to set the new SN. The old SN sends a request (change/modification required) to the MN, so that the MN may check the availability of X2 and then send the subsequent request to the relevant new SN. This procedure is shown in Figure 1.
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Figure 1:  Procedure 1 for Inter SN change for the case of Xn not available and 
for Inter SN change for the case Xn is available but performed indirectly between SNs
Considering that Xn interface may not always be available, procedure 1 need to be defined in the standard.

Observation 1: Procedure 1 (setting new SN via MN) is needed considering that Xn interface may not always available.

Proposal 1:
Procedure 1 should be defined in the standard for the case of non-available Xn.


For the case where Xn is available, there are two alternatives to realize the inter-SN change:

· Alt.1:  using the above Procedure 1, where the SN setting is performed via MN. The MN is involved from the beginning and the MN sends the request to the SN.

In this procedure, the old SN requests the MN for the SN change, and the MN may perform the X2 availability check, among others, and send a request to the new SN.  The RRC reconfiguration, created by the old SN, will be sent to the UE once the necessary checks in the MN and in the new SN are done.

· Alt.2:  using different procedure, namely Procedure 2 where the old SN directly requests the new SN.

In this procedure, the old SN sends a request (change/modification request) to the new SN directly. Upon receiving the acknowledgement of the request from the new SN, the old SN sends SN change notification to the MN. In this procedure, the RRC reconfiguration can be piggybacked in the SN change notification from the new SN to the MN, and sent to UE without waiting for the MN check.

Observation 2:
For the case when Xn is available, the inter SN change procedure can be performed by both Procedure 1 (setting new SN via MN) and Procedure 2 (setting new SN directly between SN)

The procedure for alternative 2 is illustrated in Figure 2.

[image: image2.emf]MeNB

SgNB1

SgNB2

SgNB change request

SgNB change notification 

(*1)

SgNB change ACK

UE Meas

Results

RRC Configuration to UE

(*can be piggybacked in *1)

SgNB change notification ACK (or failure)

SgNB change request cancel

SgNB change cancel


Figure 2: Inter SN change for the case Xn is available and performed directly between SN

The comparison of the two procedures is given in the following table 1:

	Comparison item
	Procedure 1:

Setting new SN via MN
	Procedure 2:

Setting new SN directly between SNs

	Number of signalling in successful case
	2 round trip
	2 round trip

	Number of signalling in failure case
	2 round trip
	3 round trip

	MN impact
	· May or may not need to perform check the X2 availability between MN and new SN.

	Delay up to sending RRC Reconfiguration to UE
	After 2 round trip delay
	Possible in 1 round trip delay

	Failure case impact
	Can refrain sending RRC message to UE
	If RRC message is sent after 1 round trip between old/new SN, need to have cancelation procedure towards the UE


Looking from the comparison table, the main difference between Procedure 1 and Procedure 2 for the case when Xn is available is related to the failure case. In the failure case, the number of network signalling is higher for Procedure 1 compared to Procedure 2, and RRC message towards the UE may need to be cancelled in Procedure 2 because RRC message may be sent before the MN check is finished. Assuming that the old SN may have the same knowledge as MN, we are wondering whether there are other deterministic factors for successful SN change that need to be checked in the MN other than the availability of X2 between the MN and new SN.
Proposal 2: 
RAN3 to discuss whether there are other deterministic factors for successful SN change setting, that need to be checked in/by the MN (other than X2 availability toward the new SN).

Furthermore, considering that in the near future, mobility for intra NR standalone will anyway be supported and Xn interface will be deployed, we think Procedure 2 needs to be supported since this procedure brings benefit in terms of delay until RRC message can be sent to UE.
Proposal 3: 
Procedure 2 (setting new SN directly between SNs) should be supported in the standard.
3. Summary and Proposal
This paper discussed the different alternatives for secondary node change procedure and compared the options from different aspects of network node and interface.
The following were observed and proposed:

Observation 1: Procedure 1 (setting new SN via MN) is needed considering that Xn interface may not always available.

Observation 2:
For the case when Xn is available, the inter SN change procedure can be performed by both Procedure 1 (setting new SN via MN) and Procedure 2 (setting new SN directly between SN)

Proposal 1:
Procedure 1 should be defined in the standard for the case of non-available Xn.

Proposal 2: 
RAN3 to discuss whether there are other deterministic factors for successful SN change setting, that need to be checked in/by the MN (other than X2 availability toward the new SN).

Proposal 3: 
Procedure 2 (setting new SN directly between SNs) should be supported in the standard.
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