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1 Introduction

At the lat RAN3 meeting we started discussing possible ideas around local caching servers location above the CN (e.g. above the S-GW). In this contribution we would like to a) conclude the discussion on framework and conditions for local caching, and b) further describe possible solutions.
2 Discussion
A TP on framework and conditions for local caching was presented at the last meeting. We have provided it again for convenience of discussion [1]. The following principles had started to be discussed concerning the access of locally cached content:

· User identities, subscriber info, service policies and NAS service requests for cached contents shall be managed and accessed via CN nodes;

· Policies (e.g. bit rate enforcement) that apply for locally cached content shall be managed and accessed via CN nodes;

· Charging, applied to locally cached content, shall be handled by CN nodes (which will need to interact with the appropriate charging functions);

· QoS management for locally cached content shall be handled by the CN nodes in charge of QoS management;

· Mobility management when locally cached content is involved, needs to rely on a UP anchor point that does not necessarily need to change when the serving eNB changes. Such an anchor point is today in the S-GW;

· Lawful Intercept (LI) needs to be applied to locally cached content. This implies that locally cached content, delivered to a UE, needs to be served by nodes such as the S-GW or the P-GW that are capable of LI.

Proposal 1: Adopt the above principles, in the TP [1] for the draft SR.
2.1 Possible Solutions for Local Caching

2.1.1 SIPTO with stand-alone GW

Current SIPTO with stand-alone GW relies on the MME triggering a S-GW relocation independently from UE mobility, but correlated to the UE location (reported on the basis of the LHN ID signaled by the eNB over S1). The MME triggers such relocation using the bearer modification procedure: the whole PDN connection is relocated to a stand-alone GW having packet data connectivity to the serving eNB, without service interruption. This solution can be complemented with additional policies at the MME, including e.g. the presence of local caching etc. at the target GW. Notice that this complies with the above principles on handling UEs interested in locally cached content.

Observation 1: Legacy SIPTO with stand-alone GW is compliant with the above principles for locally cached content and mobility.
Legacy SIPTO with stand-alone GW requires the UEs to be capable of handling two APNs, one for “regular” connectivity and one for the LHN. This seems undesirable for at least some operators. However, further discussions on these possible issues with SIPTO seem better handled in SA2. If the above issue with multiple APN handling and SIPTO is confirmed and thought to be critical, it seems beneficial to take such discussion in SA2.
Observation 2: Legacy SIPTO with stand-alone GW requires the UEs to be capable of handling two APNs, one for “regular” connectivity and one for the LHN.

Proposal 2: If the issue with multiple APN handling and SIPTO is confirmed and thought to be critical, it seems beneficial to do some further analysis in SA2.
In case it would be possible to make SIPTO with stand-alone GW a solution that does not require multiple APN support at the UE, this solution would seem to address all the requirements of the current work.

2.1.2 Providing a Single Local S-GW

In this case, when a UE sends a service request to the CN and the CN identifies that the service is locally cached, the CN assigns based on that a single APN to the UE, corresponding to a local S-GW.
Services that are not locally cached could be served by a remote centralized S-GW, and proxied by the local stand-alone GW. The CN could e.g. establish a UP tunnel between the local stand-alone GW and the centralized S-GW; then, centralized services would be sent from the central S-GW to the local GW.

At UE mobility, or more precisely when a UE exits the “local caching area”, the local S-GW would be removed but the central S-GW, which presumably has some form of UE context already established, would be kept. This would help to minimize UP interruptions (if any).
The advantage of this solution would be that it does not require a UE to support more than APN; a possible disadvantage is that the two GWs would need to establish a UP tunnel between them for a tight “coordination” of the locally cached services.
Observation 3: It seems feasible to provide a single local S-GW working on a single APN in the UE, but this requires the two GWs to establish a UP tunnel between them.

Proposal 3: Further discuss the solution with a single local S-GW and possibly liaise SA2 for the appropriate feedback. 
2.1.3 Caching at the Central S-GW
If local cache is co-located at the central S-GW, the delay in delivering the packets is reduced by an amount equal to the latency from the S-GW to the content server. It is worth noting that today’s RAN-CN delays are typically tens of milliseconds: this is not a considerable delay, given that any video application buffers several seconds of video content. The biggest part of the delay budget is the one corresponding to the path from the CN to content server. By cutting this out, performance would be greatly improved.

Observation 4: By locally caching content at the S-GW, we can eliminate the part of the delay corresponding to the path between the CN to the content server, which is typically the biggest part of the delay; performance would be greatly improved.

Proposal 4: Discuss the solution of locally caching the content at the S-GW.
3 Conclusions and Proposals
We propose to continue the discussion on local caching, starting from the principles briefly presented at the last meeting. We have identified at least 3 possible solutions for local caching of content: legacy SIPTO with stand-alone GW, establishing a UP tunnel between the “centralized” and the “local S-GWs, and caching at the central S-GW. Our proposals are summarized below.
Proposal 1: Adopt the above principles, in the TP [1] for the draft SR.
Proposal 2: If the issue with multiple APN handling and SIPTO is confirmed and thought to be critical, it seems beneficial to do some further analysis in SA2.
Proposal 3: Further discuss the solution with a single local S-GW and possibly liaise SA2 for the appropriate feedback. 

Proposal 4: Discuss the solution of locally caching the content at the S-GW.
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