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Introduction
During recent meetings, RAN3 agreed on the specification of the F1 interface in case of distributed gNB deployments and selected how the Uu protocol stack should be split between the central and distributed functions of the gNB.
This paper discusses further the split of functions between CU and DU and makes some proposals targeted towards a robust and timely definition of the F1 interface in the Release 15 timeframe.
Discussion
Overall functional split
Looking back at the architecture types 3GPP has specified over the years, it can be noticed that choices have ended up with considering the following options:
· Flat vs split architecture;
· Interfaces with clear separation of functionality (more ‘peer-to-peer’) vs interfaces with less clear separation of functionality and based on one controlling entity and one controlled entity (more ‘master-slave’);
E-UTRAN is based on an architecture which is flat (i.e. self-contained), and where logical nodes interact mainly by means of relationships, enabled by the X2 and S1 interfaces, where even when the interface is not symmetrical (like in the case of S1), there is still a peer relationship where each interface endpoint controls its own functionality and is not completely controlled by the other endpoint.
UTRAN, on the other hand, is built upon a split architecture and has both peer-to-peer interfaces, like Iur, where there is a less tight relationship between the endpoints and no deep insight into the peer’s functionality, and interfaces like Iub, where the setup is based on one logical node controlling the other, with little independence on the part of the NB and full insight into NB functionality on the part of the CRNC.
The figure below illustrates at high level the principles discussed.
1. 3GPP specified in the past both flat and split architectures, and there are examples of interfaces where the functional split guarantees separation of concerns and clear responsibilities, but also examples of more master-slave splits, where such separation is less evident. Evidence from past decisions should be taken into consideration when specifying options for NG RAN.
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Fig.1: Functional split options in case of disaggregated gNB deployment
For NG RAN, a decision was taken to support both the flat architecture and the split architecture as deployment options of the gNB, this to guarantee flexibility for the operator and address a variety of deployments.
1. To guarantee flexibility, for NG RAN both the flat and the split architectures should co-exist as deployment options within the concept of gNB.
1. Improved flexibility should not come at the price of unnecessary complexity.
1. The exact nature of the functional split between CU and DU needs to be carefully assessed with both flexibility and simplicity in mind, especially given the unavoidable complexity brought on in the specifications by having a split option (in a flat architecture that complexity is handled by the implementation).
Thinking now specifically about the control plane, it is a known fact that the Iub interface standardized for UTRAN never became a true multivendor interface, while it has proven easier for vendors to interwork both over Iu and Iur and over S1 and X2.
The Iub interface never became fully multi-vendor due to several reasons, but from a specification point of view, the following can be observed:
· The CRNC is assumed to have full insight into the nature of the NB;
· The CRNC owns resources, like for example cell resources, even though there is no real reason why that cannot be under the responsibility of the NB; one example of this abnormality is that the NB can report measurements on Iub for the purpose of admission and congestion control in CRNC. However, at a radio bearer setup over Iub, an admission decision is anyhow taken in the NB, as the CRNC cannot have full knowledge of NB hardware and software implementation resources.
The above example also explains why typically no amount of information provided by the controlled unit to the controller will make the interworking easier, as the controller will always interpret the information within the scope of its implemented features and configuration.
To increase the chances of the F1-C interface to be truly inter-operable, RAN3 should strive for defining a split, which is as ‘clean’ as possible, or the ‘Iub experience’ will be repeated in 5G.
1. Interfaces, where there is an assumption that one endpoint has full knowledge about the other endpoint and can control it tend to become more difficult to inter-operate.
1. A separation of responsibilities between the CU and the DU would increase the chances to make F1-C more inter-operable.
Cell Handling and UE Handling
If we then proceed with thinking about which responsibilities the DU and CU should have, to achieve the clean split we argued for above, we can notice that to define a good architecture, it is also important to consider scalability of functions, so that bottlenecks in future deployments can be mitigated. 
Let’s consider the following three parameters, which scale largely independently:
· Traffic: the total traffic served determines the amount of user plane resources that are needed in the system. The already agreed separation between F1-U and F1-C supports such independence at interface level and more over it can also be achieved at logical node level with a clear split between CU-CP and CU-UP, which is further discussed in [1];
· Number of UEs: the amount of UEs handled in the system is a determining factor for control plane dimensioning (e.g. RRC and NG-C signalling processing). We note that this parameter is expected to grow in importance with new use cases (for example IoT);
· Number of cells: the number of cells is rather more dependent on the geographical area to be covered, unlike the number of UEs. 
Thus, from the scalability reasoning above, we note that in the disaggregated gNB deployment option, the following should apply:
1. UE handling and mobility anchoring is better located in the CU (both control and user plane). By that we can take advantage of the UE and traffic growth by adding resources in a central location.
1. Cell handling (ownership of cell resources) is better located in the DU. The DUs will largely scale with the geographical surface to be covered.
A further observation when it comes to cell handling, is that we assume that any implementation will have more freedom in optimizing radio performance within the DU border, as factors as scheduling, admission and congestion control can be put to work together without any interface limitations and can be placed further out in the network.
1. Locating cell handling and ownership of cell resources in a self-contained manner within the DU offers more freedom in optimizing radio performance as there would not be any interface limitations.
If and once we assume that the DU should be the main responsible for cell resources it can also been seen it would simplify F1 operations if a cell cannot span over multiple DUs.
1. Avoiding cells spanning over multiple DU instances in a gNB would ease the definition of F1 operations and protocol.
Other functions
When it comes to other functionality, besides cell/common resource handling and UE handling, we can consider the following functionality, also discussed more extensively in [3]:
· System Information Broadcast;
· Interface Establishment and Reset;
· General Error Handling;
· Data Delivery;
· Flow Control;
· RRC signalling transfer;
· Measurement reporting;
When it comes to SIB, the assumption has been so far that there will be some minimum SI complemented by SI which may be provided to the UE in a dedicated manner. As termination of the RRC protocol is agreed to be in the CU, it is also assumed actual encoding of RRC messages will be there. It should though be the DU that is responsible to schedule and transmit minimum SI. RAN3 should further discuss whether it would be beneficial to assign further responsibility to the DU when it comes to setting the contents of minimum SI, which are non UE-associated.
1. While encoding of RRC PDU should take place in the CU per previous 3GPP decisions and it is the natural choice that all UE-associated information is also handled there, it may be beneficial to assign further responsibility to the DU when it comes to setting the contents of minimum SI and in general non UE-associated information.
Interface establishment, reset and error indication are basic functions already agreed for F1-C, though it can be observed that while Reset should be defined so it can be triggered both by the CU and by the DU, it is unclear whether there is any need to support F1-C to be established by the CU.
1. F1-C reset and error handling procedures should be defined to be triggered by both CU and DU, while it is it is unclear whether there is any need to support F1-C to be established by the CU.
RRC signalling transfer, data delivery and flow control are assumed to be functionality where the DU and CU collaborate over F1-C and F1-U and not to be allocated to either the DU or the CU.
It is also assumed that both the CU and the DU may receive measurements to support their operation, and that needs further study (this is also dependent on further specification of the NR radio interface in other groups).
1. It is generally assumed that both CU and DU will need to receive measurements to support their operations, but that further study is needed on the matter.
Conclusion
In this contribution we have examined and discussed the various architectural and functional splits which could be chosen by RAN3 for the F1 interface.
The following observations were made:
Observation 1	3GPP specified in the past both flat and split architectures, and there are examples of interfaces where the functional split guarantees separation of concerns and clear responsibilities, but also examples of more master-slave splits, where such separation is less evident. Evidence from past decisions should be taken into consideration when specifying options for NG RAN.
Observation 2	To guarantee flexibility, for NG RAN both the flat and the split architectures should co-exist as deployment options within the concept of gNB.
Observation 3	Improved flexibility should not come at the price of unnecessary complexity.
Observation 4	The exact nature of the functional split between CU and DU needs to be carefully assessed with both flexibility and simplicity in mind, especially given the unavoidable complexity brought on in the specifications by having a split option (in a flat architecture that complexity is handled by the implementation).
Observation 5	Interfaces, where there is an assumption that one endpoint has full knowledge about the other endpoint and can control it tend to become more difficult to inter-operate.
Observation 6	A separation of responsibilities between the CU and the DU would increase the chances to make F1-C more inter-operable.
Observation 7	UE handling and mobility anchoring is better located in the CU (both control and user plane). By that we can take advantage of the UE and traffic growth by adding resources in a central location.
Observation 8	Cell handling (ownership of cell resources) is better located in the DU. The DUs will largely scale with the geographical surface to be covered.
Observation 9	Locating cell handling and ownership of cell resources in a self-contained manner within the DU offers more freedom in optimizing radio performance as there would not be any interface limitations.
Observation 10	Avoiding cells spanning over multiple DU instances in a gNB would ease the definition of F1 operations and protocol.
Observation 11	While encoding of RRC PDU should take place in the CU per previous 3GPP decisions and it is the natural choice that all UE-associated information is also handled there, it may be beneficial to assign further responsibility to the DU when it comes to setting the contents of minimum SI and in general non UE-associated information.
Observation 12	F1-C reset and error handling procedures should be defined to be triggered by both CU and DU, while it is it is unclear whether there is any need to support F1-C to be established by the CU.
Observation 13	It is generally assumed that both CU and DU will need to receive measurements to support their operations, but that further study is needed on the matter.

Based on the observations above, we propose the following:
Proposal 1 	It is suggested to agree that over the F1 interface there is no overall controlling nor controlled unit, but CU and DU collaborate with each other at the same hierarchy level, but with clear and self-contained responsibilities.
Proposal 2 	It is suggested to agree that overall responsibility and ownership for cell configuration and handling is in the gNB-DU part of the gNB.
Proposal 3 	It is suggested to agree that overall responsibility and ownership for UE handling and mobility is in the gNB-CU part of the gNB.
Proposal 4 	It is suggested to agree that a cell cannot span over multiple DU instances of a gNB.
Proposal 5 	It is suggested to discuss further if it is considered beneficial to delegate further responsibility to the DU when it comes to setting the contents of minimum SI.
Proposal 6 	It is suggested to agree that Interface reset, error handling procedures are to be triggered both by the CU and by the DU and that interface establishment should be defined as DU-triggered.
Proposal 7 	It is suggested to agree that both CU and DU may need to be receive measurements from their F1 interface peer, but that this should be considered further (also pending progress in other groups).
Proposal 8 	It is suggested to agree the text proposal contained in the annex and in [4]
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Annex A: TP for 38.401
*************** START OF MODIFIED SECTION***********

[bookmark: _Toc454980676][bookmark: _Toc479931129][bookmark: _Toc479931956]3	Definitions and abbreviations
[bookmark: _Toc454980677][bookmark: _Toc479931130][bookmark: _Toc479931957]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
gNB Central Unit (gNB-CU): a logical node hosting RRC, SDAP and PDCP protocols, and controls  associated to the operation of one or more gNB-DUs. The gNB-CU also terminates by means of the F1 interface. connected with the gNB-DU. 
Editor’s note: Definition and naming of gNB-CU are FFS.
Editor’s note: How SDAP is related to EN-DC is FFS.
Editor’s note: Whether to clarify the termination point (i.e., gNB-CU or gNB-DU) of NG interface is FFS.
Editor’s note: How many gNB-DUs can be operated by one gNB-CU is FFS.
gNB Distributed Unit (gNB-DU): a logical node hosting RLC, MAC and PHY layers, and its operation is partly controlled byassociated to the gNB-CU by means of the F1 interface, whereby . oOne gNB-DU supports one or multiple cells, but one cell can only be supported by one gNB-DU. The gNB-DU terminates F1 interface connected with the gNB-CU.
Editor’s note: Definition and naming of gNB-DU are FFS.
Editor’s note: Whether one gNB-DU can be connected with multiple gNB-CUs is FFS (e.g. by pooling concept).
Editor’s note: Whether one cell can be supported by multiple gNB-DUs is FFS.
gNB: as defined in TS 38.300 [2].

[bookmark: _Toc454980678][bookmark: _Toc479931131][bookmark: _Toc479931958]3.2	Abbreviations
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
gNB-CU	gNB Central Unit
gNB-DU	gNB Distributed Unit
GTP-U	GPRS Tunnelling Protocol
IP	Internet Protocol
O&M	Operation and Maintenance
QoS	Quality of Service
RNL	Radio Network Layer
F1-U	F1 User plane interface
F1-C	F1 Control plane interface
F1AP	F1 Application Protocol
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]SCTP	Stream Control Transmission Protocol
TNL	Transport Network Layer

***************END OF MODIFIED SECTION***************

*************** START OF MODIFIED SECTION***********

[bookmark: _Toc479931152][bookmark: _Toc479931980]10.2	 F1 interface
Editor Note: This subclause shows overall Fs interface e.g. function description
[bookmark: _Toc479931153][bookmark: _Toc479931981]10.2.1	General aspects
This clause captures the architecture for gNB-CU and gNB-DU, F1 interface principles.
[bookmark: _Ref447334790][bookmark: _Toc454980695][bookmark: _Toc479931154][bookmark: _Toc479931982]10.2.1.1	Architecture for gNB-CU and gNB-DU
Editor’s note: Whether one gNB-DU can be connected with multiple gNB-CUs is FFS (e.g. by pooling concept), thus architecture for gNB-CU and gNB-DU is also FFS.
[bookmark: _Toc479931155][bookmark: _Toc479931983]10.2.1.2	F1 interface general principles
The general principles for the specification of the F1 interface are as follows:
-	the F1 interface shall be open;
-	the F1 interface shall support the exchange of signalling information between the endpoints, in addition the interface shall support data transmission to the respective endpoints;
-	from a logical standpoint, the F1 is a point-to-point interface between the endpoints. 
NOTE:	A point-to-point logical interface should be feasible even in the absence of a physical direct connection between the endpoints.
-	the F1 interface shall support control plane and user plane separation;
-	the F1 interface shall separate Radio Network Layer and Transport Network Layer;
-	the F1 interface shall enable exchange of UE associated information and non-UE associated information;
-	the F1 interface shall be future proof to fulfil different new requirements, support new services and new functions;
-	One gNB-CU and set of gNB-DUs are visible to other logical nodes as a gNB. The gNB terminates X2, Xn, NG and S1-U interfaces;
.	gNB-CU and gNB-DU operate at the same hierarchy level over the F1 interface: gNB-CU is mainly responsible for UE handling and mobility anchoring, while gNB-DU is mainly responsible for cell handling. Each logical node owns its resources.
[bookmark: _Toc479931156][bookmark: _Toc479931984]10.2.2	Functions of the F1 interface protocols and functional split
Editor’s note: Naming of each function is FFS.
[bookmark: _Toc479931157][bookmark: _Toc479931985]10.2.2.1	General
The following clauses describe the functions supported over F1-C and F1-U.
[bookmark: _Toc479931158][bookmark: _Toc479931986]10.2.2.2	F1-C functions
[bookmark: _Toc479931159][bookmark: _Toc479931987]10.2.2.2.1	GTP-U tunnel management function (FFS)
This function is used to establish and release GTP-U (3GPP TS 29.281 [x3]) tunnels between the gNB-CU and the gNB-DU upon a bearer service request. This involves assigning a tunnel identifier for each direction.
Editor’s note: Whether this section is kept or moved to bearer management function or removed is FFS.
[bookmark: _Toc479931160][bookmark: _Toc479931988]10.2.2.2.2	F1 interface management function
The error indication function is used by the gNB-DU or gNB-CU to indicate to the gNB-CU or gNB-DU that an logical error has occurred.
The reset function is used to initialize the peer entity after node setup and after a failure event occurred. This procedure can be used by both the gNB-DU and gNB-CU.
The F1 setup (respectively the gNB-DU and gNB-CU configuration update) function allows to exchange (respectively update) application level data needed for the gNB-DU and gNB-CU to interoperate correctly on the F1 interface. The F1 setup is initiated by the gNB-DU.
Editor’s note: The space of NR Cell ID, and how/whether to map them in the gNB-CU are FFS.
[bookmark: _Toc479931161][bookmark: _Toc479931989]10.2.2.2.3	gNB-DU management function (FFS)
Editor’s note: Whether gNB-DU is managed by O&M or by gNB-CU is FFS. The impact on F1 interface is FFS.
[bookmark: _Toc479931162][bookmark: _Toc479931990]10.2.2.2.4	System Information management function
Scheduling of system broadcast information is carried out in the gNB-DU. The gNB-DU is responsible for transmitting the system information according to the scheduling parameters available.
Editor’s note: How to support this function is FFS.
[bookmark: _Toc479931163][bookmark: _Toc479931991]10.2.2.2.5	gNB-DU and gNB-CU measurement reporting function (FFS)
The gNB-DU and gNB-CU measurement reporting functionsn areis used to report the radio measurements of gNB-DU and gNB-CU.and UE associated measurements to the gNB-CU. Scope and need is FFS.
[bookmark: _Toc479931164][bookmark: _Toc479931992]10.2.2.2.6	Load management function (FFS)
The load management function allows the gNB-CU and gNB-DU to request the reporting ofexchange load information to the gNB-DU. The gNB-DU reports the result of load information to the gNB-CUScope and need is FFS.
[bookmark: _Toc479931165][bookmark: _Toc479931993]10.2.2.2.7	Paging function (FFS)
The gNB-DU is responsible for transmitting the paging information according to the scheduling parameters available.
[bookmark: _Toc479931166][bookmark: _Toc479931994]10.2.2.2.8	F1 UE context management function
The F1 UE context management function supports the establishment of the necessary overall initial UE context.
The establishment of the F1overall initial UE context is initiated by the gNB-CU and accepted or rejected by the gNB-DU based on admission control criteria regarding the gNB-DU .resources.
The F1 UE context management function also supports the release of the context previously established in the gNB-DU. The release of the context is triggered by the gNB-CU either directly or following a request received from the gNB-DU.
Editor’s note: What is UE context needs to be clarified.
[bookmark: _Toc479931167][bookmark: _Toc479931995]10.2.2.2.9	Bearer management function
The bearer management function is responsible for triggering requests to support establishing, modifying and releasing radio bearer resources for user data transport once an F1 UE context is available in the gNB-DU. The establishment and modification of radio bearer resources areis triggered by the gNB-CU and accepted/rejected by the gNB-DU based on requires respective resource reservation information and QoS information to be provided to the gNB-DU and gNB-DU own resource handling criteria.
Editor’s note: Whether mobility functions such as intra-CU/inter-DU handover can be supported by bearer management function is FFS.
Editor’s note: The relationship of bearer management and simultaneous transmission from two DUs is FFS.
Editor’s note: How to split and configure RRM functions between gNB-CU and gNB-DU is FFS.
[bookmark: _Toc479931168][bookmark: _Toc479931996]10.2.2.2.10	Transfer of RRC message
This function allows to transfer RRC messages between gNB-CU and gNB-DU.
Editor’s note: Whether RRC message is transferred over F1-C or F1-U or both is FFS.
[bookmark: _Toc479931169][bookmark: _Toc479931997]10.2.2.3	F1-U functions
[bookmark: _Toc479931170][bookmark: _Toc479931998]10.2.2.3.1	Transfer of user data 
This function allows to transfer of user data between gNB-CU and gNB-DU.
[bookmark: _Toc479931171][bookmark: _Toc479931999]10.2.2.3.2	Flow control function 
This function allows to control the downlink user data flow to the gNB-DU. The detailed protocol is specified in TS 38.475 [4x].
Editor’s note: Whether to support uplink flow control is FFS.

[bookmark: _Toc479931172][bookmark: _Toc479932000]10.2.3	F1 interface protocols and protocol structure
[bookmark: _Toc479931173][bookmark: _Toc479932001]10.2.3.1	F1 Control Plane Protocol (F1-C)
Figure 10.2.3.1-1 shows the protocol structure for F1-C. The TNL is based on IP transport, comprising the SCTP on top of IP. The application layer signalling protocol is referred to as F1AP (F1 Application Protocol).


Figure 10.2.3.1-1: Interface protocol structure for F1-C
Editor’s note: Whether other protocol stacks are standardized for F1-C is FFS.
[bookmark: _Toc479931174][bookmark: _Toc479932002]10.2.3.2	F1 User Plane Protocol (F1-U)
Figure 10.2.3.2-1 shows the protocol structure for F1-U. The TNL is based on IP transport, comprising the UDP and GTP-U on top of IP.


Figure 10.2.3.2-1: Interface protocol structure for F1-U
Editor’s note: Whether other protocol stacks are standardized for F1-U is FFS.

***************END OF MODIFIED SECTION***************
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