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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]After several meetings endeavours, RAN3 have finally decided to select Option 2 (based on centralised PDCP/RRC and decentralised RLC/MAC/PHY) for normative work in Release 15. Following this agreement, the architecture of CU-DU split and principles of F1 interface were extensively discussed. A lot of open issues for further study are indentified and listed in [1]. One of FFSs, which is quite relevant to CU-DU architectures has triggers much debates at RAN #95bis meeting, showing as below
· Whether one gNB-DU can be connected with multiple gNB-CUs is FFS (e.g. by pooling concept), thus architecture for gNB-CU and gNB-DU is also FFS.
This issue was originally raised by some operators at RAN3 #95bis online discussions. The concerns focus on how to resolve the single node failure issue if one gNB-DU is only connected with one gNB-CU. This contribution does not intend to address this pooling concept, but to discuss the CU-DU relationship from another angle by considering practical deployment scenario. 
Discussion
Flexible CU deployment to meet service requirement
5G is envisaged to expand and support diverse families of usage scenarios and applications, as per TR 38.913 [2], at least three usage scenarios need to be supported, including eMBB, URLLC and mMTC. These usage scenarios have different UP latency requirement, for instance, URLLC requires ultra low latency support, eMBB is a scenario where UP latency requirement is somehow relaxed than URLLC, while mMTC is not latency sensitive. Therefore, each of the use cases may require a specific RAN deployment or architecture to support flexible function split. 
The principle agreed and captured in TR 38.801[3] highlighted that 5G RAN should support the flexibility to move RAN functions between the CU and DU, and furthermore, 5 possible options for the granularity of function split, per-CU, per-DU, per-bearer, per-UE and per-slice was discussed. Per-DU or per CU based granularity of function split is treated as baseline for WI. 
Observation 1: Per-DU or per CU based granularity of function split is a baseline for WI. 

Deployment scenario
For per CU and per DU granularities, each CU-DU connection/association can be configured with only one split option, in current RAN3 context, that is Option 2. In light of this observation, how to meet the diversified service requirement with per CU or per DU granularity of function split is a key issue. In case of URLLC, the latency requirement in fact is so stringent that excessive delay between a remote CU and DU close to the BS site would likely compromise the service performance. One potential solution is to flexibly place CU entities at multiple locations to meet service specific requirement.
Observation 2: In light of per-DU or per CU granularity of function split, flexibly place CU entities at multiple locations may meet the service specific requirement 
Figure 1 illustrates a concrete example of CU-DU deployment scenario that may fulfil the specific service requirement. As shown in the figure, DU is located at the BS site, two CUs are deployed, one CU is deployed at aggregation point where the CN UPGW may also be accommodated, referring to “Remote CU”, while another CU is deployed collocated with DU or in proximity to DU, e.g., at access rings of transport network, we call it “local CU”. Assuming UE is performing latency sensitive service e.g., URLLC and non-latency sensitive service e.g., eMBB simultaneously. In this scenario, eMBB services may be provided by the DU and remote CU as shown in blue line, while URLLC service is provided by the DU and local CU as shown in the red line. 


Figure 1 an example of CU-DU deployment scenario
It can be revealed from figure 1 that one DU is connected to two CUs, which is related to the left FFS that whether one gNB-DU can be connected with multiple gNB-CUs. Two options for the relationship between DU and remote/local CUs can be envisaged as below,
· Option 1: Local CU and remote CU as independent logical CUs: In this option, DU is connected to two logical CUs, where both local and remote CUs have separate RRC and PDCP. In this case, the DU can be controlled by two logical CUs which may introduce complexity. 

· Option 2-Local CU and remote CU as one logical CU: This option seems consistent with the control plane and user plane separation concept. Remote CU may host RRC, PDCP-C and PDCP-U (remote), while local CU accommodates PDCP-U (local). Whatever the user plane data provided by remote CU or local CU, the RRC signalling is always provided via remote CU. In this case, although remote and local CUs are two physical nodes, they can be treated as one logical CU. Nevertheless, how to coordinate the two physical nodes, whether the two CUs are visible to nodes outside gNB and whether local CU has F1-C interface with DU is still need further study. Furthermore, in this case if local CU and remote CU are provided by different vendors, some enhancement on the interface may be needed.
Proposal 1: Discuss and clarify the relationship between local/remote CUs and DU in the proposed deployment scenario.
[bookmark: OLE_LINK3]Proposal 2: RAN3 take the deployment scenario into account when making decisions on whether one gNB-DU can be connected to multiple gNB-CUs.
[bookmark: _Toc458461065][bookmark: _Toc450773277][bookmark: _Toc450773306][bookmark: _Toc450773354][bookmark: _Toc450773369][bookmark: _Toc450774156][bookmark: _Toc450814189]Conclusion
[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Based on the discussion in this paper, we made following observations and proposals:
Observation 1: Per-DU or per CU based granularity of function split is a baseline for WI. 
Observation 2: In light of per-DU or per CU granularity of function split, flexibly place CU entities at multiple locations may meet the service specific requirement 
Proposal 1: Discuss and clarify the relationship between local/remote CUs and DU in the proposed deployment scenario.
Proposal 2: RAN3 take the deployment scenario into account when making decisions on whether one gNB-DU can be connected to multiple gNB-CUs.
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