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1
Introduction
Last RAN plenary agreed a new WI LTE_FeViLTE ([1]) on Further enhancements on Video Enhancements for LTE. This contribution analyses the impact to RAN3. 
2
Detailed analysis

The WID for LTE_FeViLTE ([1]) described two main objectives:

· Enhancement to solve the problem of critical data discard related to video transmission in order to improve the perceived video quality by the UE:

· Specify mechanism(s) for the UE L2 to be aware that a packet relates to upper layer critical data, and L2 differentiated handling for different prioritized video data [RAN2];
· If needed, specify mechanism(s) for the eNB to be made aware that the UE has upper layer critical data within its buffers so that the eNB can take the information into account in UL scheduling decisions. Other solutions are not precluded. [RAN2]
· Specify network configuration/control of the mechanism(s). [RAN2]
· Long backhaul latency reduction for Video service. Specify solution for local caching for UE assistance  video request 
· Identify solutions for local caching for which CN functionalities and principles defined in section 5.1 of TR36.933 are respected when applied to local caching. [RAN3]
· How, any assistance information needs to be provided to the RAN, e.g., based on service or bearer type. [RAN2, RAN3]
· How RAN should perform UE eligibility check to guarantee UE credibility/integrity. For example the eligibility check may be achieved by new S1 procedure or reuse existing S1 procedure with new IE. [RAN2, RAN3]
· Analyse potential impact of UE mobility on the local caching solution to avoid additional UE eligibility check for UE in mobility state between different eNBs.  E.g., whether to transfer UE eligibility check information from source eNB to target eNB during HO. [RAN3]

Note: the solution shall not rely on user data detecting in the eNB;

The 1st objective on “critical data discard” is related to Issue #4 ([2]) discussed in the SI phase. The sub-objectives indicate RAN2 will study the mechanism for the UE, and UE informs eNB if needed. The impact to RAN3 is unclear. There may be no impact to RAN3. It is better to wait for RAN2 progress on this topic.

Observation 1: RAN3 should wait for RAN2 progress on the issue related to “critical data discard”.
  The 2nd objective on “local caching” is related to Issue #1 ([2]) discussed in the SI phase. Several possible options were also discussed in the SI phase, but no conclusion. The following sections further analyses the possible solutions.
2.1 
Collocated Cache server
In this option, the local cache server is collocated in the eNB. The example is showns as below:
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Figure 1 – collocated cache server
This option may not require any changes to the standard, and can be considered as the eNB’s implementation issue. When the eNB receives an UL packet from the UE, the eNB will check whether the request can be fulfilled with the cached content. If so, the eNB retrieve the content from the collocated cache server, and send back to the UE. This option may require the eNB to check every UL packet. A further optimization could be the UE indicates whether a UL data may be related to the cached content. 
The cache hit ratio may be low for this Option. The size of the collocated cache server is far smaller than the normal CDN cache server. 

2.2 
Standalone Cache server after P-GW

In this option, the standalone cache server connects to the P-GW, or L-GW. Current standard already supports SIPTO. The SIPTO function allows two options: 
· SIPTO above RAN: it can be achieved by selecting a set of GWs (S-GW and P-GW) that is geographically/topologically close to a UE's point of attachment.
· SIPTO@LN: it can be achieved by selecting a L-GW collocated in the eNB, or a standalone GW in the RAN. 
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Figure 2 – standard cache server after P-GW
This option may not require any changes to the standard, and can be considered as operator’s deployment option. In this option, the eNB may not need to check the UL packet as required by Option 1. It is the PGW or L-GW make the decision. If the operator provides acceleration service for some application or content providers, the operator may preconfigure the P-GW or L-GW with the information for those applications/content providers, e.g. target IP address/port, domain name, etc. 
Since this option use a centralized Cache Server serving UEs from many eNBs, it has higher cache hit ratio than Option 1.

2.3 
Standalone Cache server in the middle of S1-U

In this option, the cache server is in the middle of the S1-U. The cache server intercept the S1-U packet, and generate the replay in case a match is found in the cache server. 
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Figure 3 – standard cache server in the middle of S1-U
In order for the Cache Server intercept the S1-U packet, eNB, Cache Server and SGW need to be aware of the related UL/DL F-TEID. 

·  For UL: eNB need to know the UL F-TEID in the Cache Server. Cache Server need to know the UL F-TEID in the SGW. 
·  For DL: SGW need to know the DL F-TEID in the Cache Server. Cache Server need to know the DL F-TEID in the eNB. 
Regarding the control plane, it may require further analysis on how it can be implemented, e.g. whether the Cache Server is a S1-C proxy between the eNB and MME.  

2.4 
Standalone Cache server off the S1-U path
In this option, the cache server is in a separate user plane. 
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Figure 4 – standard cache server off the S1-U path
Option 1: When the eNB receives the UL packet from the UE, the eNB may extract the IP packet and send it to the Cache Server. In case a hit in the Cache Server, cache server return the content to eNB. The eNB will not send the UL packet to the SGW. In case a miss in the Cache Server, based on the feedback from Cache Server, the eNB send the UL packet to SGW just like normal UL packet. Once the eNB receive the DL packets from the SGW, the eNB send the content to the Cache Server for cache. There are some issues to be solved:

· How can the eNB know whether there is a hit or miss in the Cache Server? Is the feedback from Cache Server carried in CP signalling or UP data?
· In case miss, how can the Cache Server cache the content received from the eNB through SGW?
Option 2: The Cache Sever exchanges the list of the content it stores with eNB. When the eNB receives the UL packet from the UE, the eNB extracts the IP packet and sends it to the Cache Server if the requested content falls into the list. Cache Server then returns the content to eNB. Otherwise, the eNB send the UL packet to SGW just like normal UL packet. These are some issues to be solved:
· How to build up the content list?
· Is the content list carried by CP signalling or UP data?
For both options, it requires further analysis on the interface between eNB and Cache.
We propose to consider these options to address the long backhaul latency issue. Further analysis is needed to address above mentioned issues, and other issues, e.g. how to support encrypted content, charging and LI, etc. 
Proposal 1: For Local Caching, RAN3 study which option(s) should be standardized and which option(s) could be supported by implementation.
4
Summary
This contribution analyzed the possible implementations for local caching. Our proposals are
Observation 1: RAN3 should wait for RAN2 progress on the issue related to “critical data discard”.
Proposal 1: For Local Caching, RAN3 study which option(s) should be standardized and which option(s) could be supported by implementation.
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