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1
Introduction

During RAN3#95 it was decided that contributions related to high-layer splits to be submitted to the RAN3-95bis should solely target the issue of fast centralized retransmission of lost RLC PDUs [1]. Thereafter, if no agreement can be reached on whether technically feasible solutions based on Option 2 exist, the choice between split Option 2 and Option 3-1 will be made by a formal vote.   

In [2] a description of feasible solutions to achieve centralised retransmission of lost RLC PDUs based on Option 2 was made. 

This contribution shows simulation results based on the solutions described in [2]. The results first show how object transfer performance is affected by radio link outages with and without data retransmission over other available links. 

The second part of the paper shows a set of simulation scenarios focussed on the overhead of PDCP PDU retransmissions (inherent to Option 2), compared to centralized RLC PDU retransmissions (inherent to Option 3-1). Based on the findings presented in this paper and paper [2], it is proposed that RAN3 agrees to select functional split Option 2 for normative work on NR.
2
Evaluation of Performance for different Retransmission Options
The scenario considered in this paper is one where a UE is connected in DC to two DUs served by the same CU. Such scenario was considered as a reference in paper [2]. Figure 1 shows a graphical representation of the scenario, and highlights that one of the radio links serving the UE is subject to failure. Due to this failure of the first link (DU1<->UE) the data transmission is switched to the second path (DU2<->UE). That means, the UE is served by only one of the two paths at any point in time. 
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Figure 1: Simulation scenario considered 

In a first set of simulation TCP traces are shown for UP traffic transmission before, during and after the event of radio link outage. The traces represent the aggregate amount of received data vs elapsed time during a 5MB file transfer over a TCP connection. Details of the simulations are presented in Section 6.1. The traces are taken for the following different cases:

- Case 1: Ideal case where no radio link outage occurs.
- Case 2: Case of radio link outage followed by switch of UP to a new radio link, but without retransmission of lost data.
- Case 3: Case of radio link outage followed by PDCP PDU retransmission without the support of information from PDCP Status Report.
- Case 4: Case of radio link outage followed by PDCP PDU retransmission with the support of information from PDCP Status Report, sent by the UE.
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Figure2: TCP Traces for case 1-4
Figure 2 shows the TCP traces for the above cases. The following can be deduced from the figure:

· Case 2: In case of radio link outage followed by a switch of UP to a new radio link, but without any retransmission of lost data, the overall delay for completion of file transmission when compared to the ideal case is significant, i.e.~20% longer file transfer time in Figure 2. This is due to the fact that lack of lost data retransmission is subject to PDCP reordering time expiration and it exposes the data loss to the TCP protocol, which reacts by triggering congestion control mechanisms. This reduces substantially UP throughput.
· Case 3: If the DU in outage and the CU determine, without support of a PDCP Status Report from the UE, which PDCP PDUs to retransmit via the second path, the overall delay for completion of file transmission when compared to the ideal case is in the order of ~25ms in the simulations shown in Figure 2. Such delay is caused by the fact that the CU retransmits some PDCP PDUs that have been received by the UE via the DU in outage. The delay includes DU-CU signalling and resumption of HARQ.  A more detailed analysis of this case is provided in Annex 6.2.
· Case 4: If the CU determines which PDCP PDUs to retransmit on the basis of information reported by the UE via PDCP Status Report, the overall delay for completion of file transmission when compared to the ideal case was in the order of ~8ms in Figure 2. This reduced delay is due to the fact that the PDCP Status Report contains a list of PDCP PDUs that the UE has not received. The information is used by the CU to retransmit only the PDCP PDUs that have not been received at the UE. The curve in Figure 2 relative to this case shows a sudden increase in received TCP payload. This is due to the CU waiting to receive a PDCP Status Report before retransmitting at once all the PDCP PDUs needed. This case appears to be the best in terms of performance and in cases where resource availability is constrained. It should be noted that the CU started scheduling new data (not previously transmitted via DU1) to the UE while waiting for the UE’s status report. This is possible since the UE’s PDCP RX is known to perform re-ordering. And it is beneficial since it allows full utilization of that radio link. 
It should be observed that under both cases of retransmission with and without use of PDCP Status Report the overall performance is not impacted in a noticeable way. Namely, file transfer delays of 8ms or 20ms over an overall file transfer of 610ms means a drop in performance of ~1% and ~3%, incurred for file transfers happening at the same time when a radio link outage occurs, which is supposed not to happen very often.

Another observation is that, for a wide range of CU-DU delays (namely up to several tens of ms), centralised retransmission based on Option 2 the CU-DU delay is a constant factor in the overall time needed for file transfer. Namely, if we consider an example where the CU-DU delay is of 8ms the figures for the cases above would be as follows: 

· Case 3 in case of 8ms CU-DU delay: increase of file transfer delay of 18ms

· Case 4 in case of 8ms CU-DU delay: increase of file transfer delay of 35ms

In light of the simulations shown, the following can be concluded.

Conclusion 1: Loss-less transmission (from IP point of view) during events of radio link outage shall be always targeted, assuming that it is possible to deliver traffic to the UE via appropriate radio links.
Conclusion 2: In case of limited resource availability it is beneficial to allow a UE to report a PDCP Status Report via the new DU to the CU, to enable a more accurate retransmission of lost traffic.
3
Estimation of Retransmission Overhead with Centralised PDCP
One of the key issues of interest when comparing Options 2 and 3-1 regards how much overhead retransmission Option 2 would incur when compared to retransmission based on centralised ARQ (Option 3-1). 


Namely, at the time when a radio link is suspended and traffic is switched to a new radio link, the RLC RX window at the UE (i.e. the overall amount of data needed to reconstruct one or more PDCP SDUs) will, most likely, be only partially filled, and the missing data in the RLC RX window must be retransmitted via the new radio link. 
In case of Option 3-1 (i.e. a centrally located high-RLC and ARQ), the RLC state is kept in the CU and there is no need to reset it, meaning that exactly the missing RLC PDUs (which may contain segments of PDCP PDUs) will be retransmitted to the UE via the new DU. 
On the other hand, in the case of Option 2, the RLC receiver window may contain segments of RLC PDUs that cannot yet be reassembled into PDCP PDUs. The CU, which has no knowledge of the RLC status and of partially transmitted PDCP PDUs, must retransmit (upon indication of the failed DU and/or using a PDCP Status report from the UE) complete PDCP PDUs via the new leg. The retransmitted PDCP PDUs may contain a number of RLC segments that had already been received by the UE via the old leg. 

The amount of unnecessarily retransmitted data is alternately referred to as overhead or penalty in the remainder of this text.
Before investigating the extent of overhead incurred, it is necessary to understand that the consequences of the lack of RLC context and the discrepancy in RLC and PDCP PDU granularity (and the consequences therein) are present only temporarily, i.e. only at the time of radio link outage occurrence and data recovery procedure. In other words, the reset of the RLC protocol in case of option 2 may  only impact the data “in flight” between the RLC TX and RLC RX at the time a radio link outage occurs. Figure 3 in the Annex shows this case. All completely received PDCP PDUs below RLC’s lower window edge as well as all data beyond the upper window edge are unaffected by the reset and hence that data does not matter for the comparison.
The overhead of Option 2, compared to Option 3-1, was evaluated by simulation. In every TTI, the number of not-yet-recoverable bytes in the UE’s RLC RX window were determined which represent the number of bytes of RLC segments present in the RX side that cannot yet be reassembled to PDCP PDUs. 
In case of PDCP retransmissions, if a radio link switch would occur at this point in time, this (already received) data would need to be resent on PDCP PDU level by the new DU. This amount of data equals the overhead (i.e. the penalty) of PDCP retransmissions (Option 2)compared to centralized RLC retransmissions (Option 3-1). 
The following set of parameters was used in the simulation:

· TTI = 1 ms, 

· HARQ RTT = 4 ms,

· 5-MB FTP file download scenario,
· Data rates (reflected in Transport Block sizes): 1 Gbps/100 Mbps/10 Mbps/1 Mbps.

Table 1: The overhead of PDCP retransmissions with respect to centralized RLC retransmissions
	
	Data overhead
	Time overhead

	Data rate
	Mean 
	90th percentile
	Mean 
	90th percentile

	1 Gbps
	1.25 kB
	2.5 kB
	0.01 TTI
	0.02 TTI

	100 Mbps
	1.25 kB
	2.5 kB
	0.1 TTI
	0.2 TTI

	10 Mbps
	1.25 kB
	2.5 kB
	1 TTI
	2 TTI

	1 Mbps
	0.25 kB
	0.5 kB
	2 TTI
	4 TTI


Table 1 shows the measured overhead for four different data rates in question (detailed graphs are enclosed in the Section 6.3). In all four cases in question, the 90th percentile of data overhead is at most 2.5 kB per a potential radio link switch occasion. The data overhead values can also be converted to the time domain by expressing the penalty in terms of fraction of the TTI (the two right-most columns of Table 1). This conversion reveals a trend, i.e. the inverse proportionality between time overhead and data rate due to the radio link capacity. 
For high data rates (1 Gbps to 10Mbps) the penalty in terms of extra retransmitted data is about 1.25kB. In the case of low data rates (1Mbps), the penalty is still not significant – the 90th percentile equals 0.05kB. 
In other words, the use of centralized RLC retransmission would save delivery of following amount of traffic at the time of radio link switch:

· Up to 2.5 kB for data rates from 10 to 1Gbps
· Up to 0.5kB for data rates of up to 1Mbps
A number of aspects should be kept in mind when interpreting the above results:
· The results are independent of the frequency of radio link switch. In other words, the results quantify the performance of centralized PDCP retransmission technique. As retransmission would occur at every radio link switch event, the recorded performance impact is proportional to the number of radio link switch events.
· Channel simulations at 39 GHz indicate that radio link outages are expected to occur with a period of up to 2.6 sec. In the worst case, the penalty of 1.25 kB every 2.6 sec yields about 3.8 kbps of unnecessary transmissions rate per UE, which is negligible compared to the data rates anticipated by NR operating in this spectrum.

· The penalty is further reduced for shorter TTIs and lower latencies. The TTI used in simulations equals 1 ms and NR will enable even shorter TTIs. Hence, also the amount of data in each HARQ processes decreases and therefore, the amount of redundantly retransmitted RLC PDU segments will be smaller than seen in these results. 
· The time penalty values obtained in the simulations can be considered negligible also due to the fact that they are significantly lower than typical times necessary for executing a number communication-critical functionalities, such as link problem detection or status report triggering.
In light of the above results, it seems clear that, when using centralized PDCP instead of centralized RLC retransmissions, the penalty in terms of redundant traffic retransmitted in the event of radio link switch, is negligible.
Conclusion 3: The extra retransmissions in the event of radio link switch, incurred when using Option 2 instead of Option 3-1, are negligible 

Conclusion 4: The use of centralised retransmission with Option 2 can guarantee good performance in terms of recovery from data losses due to radio link outage
4
Conclusion
This contribution has shown results for a number of detailed simulations focussed on performance of data retransmission due to radio link outage followed by switch of radio link serving the UE.
The simulations lead to the following conclusions regarding the need of loss-less transmission during events of radio link outage and switch to a new radio link for UP traffic delivery:

Conclusion 1: Loss-less transmission during events of radio link outage shall be always targeted, assuming that it is possible to deliver traffic to the UE via appropriate radio links

Conclusion 2: In case of limited resource it is beneficial to allow a UE to report a PDCP Status Report via the new DU to the CU, to enable a more accurate retransmission of lost traffic.

The simulations focussed on the difference in traffic retransmission performance of Option 2 vs Option 3-1. The paper concluded the following:

Conclusion 3: The extra retransmissions in the event of radio link switch, incurred when using Option 2 instead of Option 3-1, are negligible 

Conclusion 4: The use of centralised retransmission with Option 2 can guarantee good performance in terms of recovery from data losses due to radio link outage

With the conclusions listed above in mind, the following is proposed:
Proposal: It is proposed to adopt Option 2 as the high layer split option of choice for the Release 15 normative work on NR and it is proposed to include solutions for centralised retransmission as part of the specification work on Option 2.
5
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Annex 
6.1
The simulation parameters for results in Chapter 2

	Parameter
	Value

	Link rate
	100 Mbps

	TTI Duration
	1ms

	HARQ RTT
	4ms
(1 ms TX, 1 ms proc., 1ms CTRL, 1 ms proc.)
Conservative! At high carrier frequencies NR is expected to use shorter TTIs and process faster. ( Actual interruptions will be shorter

	CU-DU delay
	3 ms

	HARQ BLER for initial transmission
	[20%, 1%, 0.1%, 0.01%] progressively decreasing along simulations

	HARQ residual error rate
	9e-4

	HARQ max. number of attempts
	4

	File Transfer Details
	FTP using state of the art (Linux) TCP
File size = 5MB


6.2 Impact of PDCP Status reports
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Figure 3: Simulated flow of transmitted PDCP PDUs, 
Received PDCP PDUs and ACKed PDCP PDUs

As illustrated in Figure 3, the CU sends PDCP PDUs with SN (red curve). At any point in time the UE receives some of the PDCP PDUs sent by the CU (blue curve). The UE will be polled periodically by the RLC Tx, in order to receive confirmation of the acknowledged RLC PDUs and the RLC transmitter informs the PDCP transmitter about the acknowledged data (black curve). 

In the zoom in part of Figure 3 it can be seen that, at the time of the switch from the DU in outage to the new DU, the CU has sent some PDCP PDUs that have not been acknowledged yet (at RLC level), but that have been received by the UE. This triggers the CU to retransmit all the PDCP PDUs that it believes have been missed by the UE. However, these retransmissions carry redundant data. This data is the blue PDUs highlighted in the zoom-in part of Figure 3. 


Figure 4 shows the case where PDCP PDU retransmission is done after receiving a PDCP Status Report from the UE. 


[image: image5]
Figure 4: simulated flow of transmitted PDCP PDUs, Received PDCP PDUs and ACKed PDCP PDUs in case of PDCP Status Report use
It can be seen in this case that, after the switch, the CU starts transmitting new data to the UE, until it receives a PDCP Status Report acknowledging receipt of certain PDCP PDUs (black line). After reception of the report the CU will perform retransmissions.


It is worth noticing that all RLC SDUs outside the RLC window have no impact on the retransmission since those have already been delivered or have not been transmitted yet.
6.3
The simulation results of PDCP retransmission overhead
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Figure 5: The penalty of PDCP re-TX for 1-Gbps data rate: mean = 1.25 kB, 90th perc = 2.5 kB  
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Figure 6: The penalty of PDCP re-TX for 100-Mbps data rate: mean = 1.25 kB, 90th perc = 2.5 kB  
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Figure 7: The penalty of PDCP re-TX for 10-Mbps data rate: median = 1.25 kB, 90th perc = 2.5 kB  
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Figure 8: The penalty of PDCP re-TX for 1-Mbps data rate: mean = 0.25 kB, 90th perc = 0.5 kB  

Red Curve: Retransmitted Bytes in Option 3-1


Green Curve: Retransmitted Bytes in Option 2





Red Curve: Retransmitted Bytes in Option 3-1


Green Curve: Retransmitted Bytes in Option 2





Red Curve: Retransmitted Bytes in Option 3-1


Green Curve: Retransmitted Bytes in Option 2





Blue Curve: Retransmitted Bytes in Option 3-1


Red Curve: Retransmitted Bytes in Option 2
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