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Introduction
One of the unresolved issues with the functional split option 2-1 is the one related to UE mobility across multiple DUs, connected to the same CU. In this paper we demonstrate that a number of different enhancements for option 2-1 are possible, which can address this issue.
We propose to discuss these enhancements and select the most technically appealing one. 
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Discussion
2.1     Problem Description
In this paper we consider the functional split option 2-1, in which RRC and PDCP are in the Central Unit (CU) and RLC, MAC and RF are in the Distributed Unit (DU). Since a single CU is expected to control a number of DUs, it is reasonable to assume that the UE will move frequently between these. When a UE moves from a source DU to a target, there could be some RLC SDUs and RLC SDU segments buffered in the source DU. Current description of the option 2-1 as captured in the TR 38.801 [1] does not provide any details about how such situation shall be handled. 

Observation 1: when a UE moves from a source DU to a target DU there could be some RLC SDUs and RLC SDU segments buffered in the source DU.

Ideally, there should be no difference visible to the UE between CU-DU split deployments and classical standalone gNB deployments. RLC PDUs buffered in the source DU should be eventually transmitted to the UE via the target DU. In the next section we propose a number of solutions to achieve this goal. While it is possible to design solutions with or without UE impact and it is generally a good practice to avoid UE impact if possible, it seems that having no UE impact at all is too strict a requirement in this case. Therefore, we propose to consider solutions which balance network complexity and UE impact, while achieving the best performance. 
2.2     Potential Solutions
All the solutions described below refer to the case when a UE under a network control moves from a source DU to a target DU (connected to the same CU) and there are RLC SDUs and RLC SDU segments buffered in the source DU, not all of which have been transmitted to the UE (for RLC UM) or acknowledged by the UE (for RLC AM). 
NOTE: for simplicity, we describe the RLC AM case only below; it can be trivially extended to the RLC UM case.

For these solutions we assume the following CU/DU architecture:
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Figure 1: CU/CU Architecture
It is assumed that Fs interface signaling allows the CU at least to control which DU is currently used for which UE (i.e. control UE mobility across DUs). 
Observation 2: inter-DU mobility control functionality is needed on the Fs interface.
RLC state synchronization

Additionally, it appears that regardless of the solution chosen, there are problem with RLC state synchronization between the source DU, the target DU and the UE. One way to resolve this issue may be to transfer RLC state for each RLC entity from the source DU to the target DU via the Fs interface. Presumably, the RLC state does not change and therefore it remains synchronized with the RLC state in the UE. At minimum, the RLC sequence numbers need ot be synchronized. This is because, for example, the RLC layer maintains its own sequence number space independent of the one in the PDCP. The information that needs to be synchronized is not limited to RLC sequence numbers, though.

Observation 3: RLC state synchronization in the source DU, the target DU and the UE is required.

The RLC state information may include RLC state variables (e.g. sequence numbers), timers, etc. As mentioned above, one way to synchronize the RLC state is to to transfer it (e.g. in a transparent container from the source DU, to the target DU, via the CU). However, it is not entirely clear whether the RLC state information can be simply copied from the source DU to the target DU. For example, the Fs interface delay may need to be taken into account, if RLC state information contains timers. Alternatively, the NR RLC timers may be designed in such a way as to allow certain inaccuracy resulting from state transfer via the Fs interface.

For reference, in LTE RLC the following timers are defined:
	a) t-PollRetransmit
This timer is used by the transmitting side of an AM RLC entity in order to retransmit a poll (see sub clause 5.2.2).

b) t-Reordering
This timer is used by the receiving side of an AM RLC entity and receiving UM RLC entity in order to detect loss of RLC PDUs at lower layer (see sub clauses 5.1.2.2 and 5.1.3.2). If t-Reordering is running, t-Reordering shall not be started additionally, i.e. only one t-Reordering per RLC entity is running at a given time.

c) t-StatusProhibit
This timer is used by the receiving side of an AM RLC entity in order to prohibit transmission of a STATUS PDU (see sub clause 5.2.3).


Generally, none of the above timers have strict accuracy requirements. For example, if a certain uncertainty is added to the t-Reordering timer, this RLC should still continue working properly. Therefore, RLC state transfer appears to be possible, but the complexity may need to be further studied (both in RAN3 and RAN2)

Alternatively, RLC state may be synchronized by RLC reset. Since the RLC state does change in this case, RLC reset indication must also be communicated to the UE.
Proposal 1: to discuss whether to adopt RLC state transfer or RLC reset as the solution for RLC state synchronization.
	
	Network impact
	UE impact
	Performance

	RLC state transfer
	big
	none
	No performance degradation

	RLC reset
	small
	small
	Some performance degradation


Table 1: RLC state synchronization solutions comparison
As explained above, RLC state transfer has bigger network impact, while having no UE impact. On the other hand, RLC reset has equally small impact on both the UE and the network. However, with the RLC reset solutions, some RLC SDU segments which have been sent from the source DU will have to be resent from the target DU, resulting in some (probably small) performance degradation on the air interface.
Downlink solution 1 – retransmission of PDCP PDUs
The most trivial solution for data retransmission is to retransmit all PDCP PDUs for which RLC PDUs are buffered in the source DU. This solution assumes that the Fs interface between a CU and a DU allows the CU to keep track of RLC PDUs buffered in the DU, so that the CU knows which PDCP PDUs need to be retransmitted when the UE moves to the target DU. 

Pros: simplicity, does not require RLC state transfer
Cons: overhead on the radio interface (as some RLC SDU segments may be sent twice)
Downlink solution 2 – forwarding of unacknowledged RLC SDU segments
In this solution, unacknowledged RLC DUСсегментs are forwarded from the source DU to the target DU via the Fs interface.

Pros: no radio interface overhead

Cons: additional complexity of the Fs interface, additional overhead on the Fs interface, requires RLC state transfer
Downlink solution 3 – indication of which RLC SDU segments have been acknowledged 
In this solution, when the CU retransmits via the target DU the PDCP PDU for which at least one RLC SDU segment has not been acknowledged, it indicates together with the PDCP PDU which RLC SDU segments have been acknowledged via the source DU. 

Pros: no radio interface overhead, no Fs interface overhead

Cons: additional complexity of the Fs interface, assumes that the target DU RLC will segment the PDCP PDU similarly to the source DU, requires RLC state transfer
Uplink solution 1 – retransmission of PDCP PDUs

Conceptually similar to the downlink solution 1, in this solution, after the UE receives a notification that inter-DU mobility event occurred (which seems to be needed for RLC reset anyway), the UE retransmits all PDCP PDUs for which RLC PDUs are buffered in RLC.
Pros: simplicity

Cons: overhead on the radio interface (as some RLC SDU segments may be sent twice)

Uplink solution 2 – forwarding of received RLC SDU segments
In this solution, the source DU forwards received RLC SDU segments to the target DU and the target du performs de-segmentation and constructs the PDCP PDU, to be forwarded to upper layers (i.e. the CU).
Pros: no radio interface overhead
Cons: some overhead on the Fs interface, requires RLC state transfer
Conclusions
Based on the considerations above, it appears that the key question to resolve is whether to adopt the RLC state transfer or the RLC state reset solution. Once this issue is addressed, it is proposed to discuss which of the DL and UL data retransmission solution to adopt.

Proposal 2: once RLC state transfer vs. RLC state reset question is addressed, it is proposed to discuss which of the DL and UL data retransmission solution to adopt.
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Conclusions and proposals

In the present contribution we make the following observations:

Observation 1: when a UE moves from a source DU to a target DU, there could be some RLC SDUs and RLC SDU segments buffered in the source DU.

Observation 2: inter-DU mobility control functionality is needed on the Fs interface.

Observation 3: RLC state synchronization in the source DU, the target DU and the UE is required.

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: to discuss whether to adopt RLC state transfer or RLC reset as the solution for RLC state synchronization.

Proposal 2: once RLC state transfer vs. RLC state reset question is addressed, it is proposed to discuss which of the DL and UL data retransmission solution to adopt.
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