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1	Introduction 
In RAN3#95, it was decided to specify Stage 3 for one higher-layer architecture. However, there is no consensus on the split option. We discussed benefits of Option 2 and possible optimization areas for consideration during Stage 3 specification phase [1]. In this contribution, we discuss operation of Option 2 considering realistic network deployment scenario. We share lab trial results of LTE HLS architecture implementation with various fronthaul constraints. We then discuss possible ways to further optimize Option 2 performance for challenging NR deployment scenario.
2	Performance Analysis
In cloud RAN deployment, PDCP and other functionalities may be located in the regional aggregation point or in the remote data center [2]. One-way transport latency can be hundreds of micro seconds, in the case of local aggregation site, or can be tens of msec or larger for remote data center. Contribution [3] presented simulation results of higher layer split architecture for Options 2 and 3. 
We share our lab trial results of split Option 2 implementation of LTE RAN. Figure 1 illustrates the CU-DU split architecture of the system. Details of lab experiment conditions are shown in the Annex. 
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Figure 1: CU-DU split architecture

Experiment 1: Fronthaul throughput measurement
Test setup to emulate realistic operating scenario is shown in Figure 2. AWGN and fading channels are emulated in lab environment. Measurements of fronthaul throughput in the presence of 3UEs in various channel conditions are shown in Table 1. The fronthaul throughput is proportional to the aggregate user throughput. Fronthaul provisioning may be done with a margin based on aggregate throughput.
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Figure 2: Test setup for fronthaul throughput measurement

Table 1: Frontahul throughput measurements (TCP traffic)
(a) Downlink fronthaul mean throughput
	Category
	UE Throughput
[Mbps]
	FH Throughput
[Mbps]

	
	UE 1*
	UE 2
	UE 3
	

	High SNR
	15
	15
	15
	48

	Medium SNR
	15
	13
	13
	44

	Low SNR
	16
	8
	8
	38



(b) Uplink fronthaul mean throughput
	Category
	UE Throughput
[Mbps]
	FH Throughput
[Mbps]

	
	UE 1*
	UE 2
	UE 3
	

	High SNR
	6
	5
	6
	20

	Medium SNR
	6
	5
	6
	20

	Low SNR
	7.3
	4.2
	2
	15




Experiment 2: Impact of fronthaul latency and jitter
Single user throughput performance in the presence of fronthaul latency and jitter is shown in Figure 3. Figure 3 (a) shows the DL/UL throughput depending on 2-way latency. Throughput performance in the presence of jitter is shown in Figure 3 (b). The result shows that peak throughput performance is maintained for up to 160 msec two-way fronthaul latency. 
In latency testing, we maintained fronthaul latency of 20 msec for each link. Jitter of up to 5 msec can be tolerated in case of moderate fronthaul latency.
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Figure 3: Single UE throughput performance for UDP traffic in the presence of (a) latency and (b) jitter
Experiment 3: Impact of fronthaul bandwidth
We have analysed the throughput by varying fronthaul bandwidth. Single user throughput with TCP traffic is measured. Peak throughput is obtained when the frontahul bandwidth is approximately 20% more than the UE throughput. We observe graceful degradation in throughput performance, when the fronthaul bandwidth is limited. Throughout the range of fronthaul bandwidths, throughput is linear depending on the available fronthaul bandwidth.
[image: ]
Figure 4: Throughput performance in the presence of fronthaul bandwidth limitation
(* UL performance is limited by radio propagation condition.)
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Observation 1: In realistic deployment environment, Option 2 demonstrated
· robust throughput performance over a wide range of fronthaul latency and jitter
· graceful degradation of throughput performance in the presence of fronthaul bandwidth limitation
3	Optimization of Option 2
3.1 	Joint HARQ/ARQ Optimization
In HSPA, ARQ is terminated in RNC whereas HARQ is terminated in NodeB. As such, optimization of ARQ operation in diverse and varying transport network conditions is challenging in HSPA systems. A short ARQ RTT may result in increased packet loss. To avoid packet error delivered to TCP, often, a conservative approach is taken for ARQ, which may result in wasted radio resources.
In LTE, colocation of ARQ and HARQ allows tight interworking between ARQ and HARQ for fast and reliable packet transmission. This allows optimization of ARQ and HARQ operation due to changing radio conditions. In NR high-layer split (HLS) architecture, same benefit applies to NR with co-location of ARQ and HARQ in DU. This architecture is particularly important when the HARQ optimization is challenging with shorter slot length for URLLC. A joint optimization algorithm between HARQ and ARQ is proposed in [4]. The benefits include data transmission/reception and efficient resource utilization by fast adaptation of ARQ. Option 2 architecture allows joint optimization of HARQ and ARQ. 
Observation 2: Option 2 allows joint optimization of HARQ and ARQ for reliable communication over the radio link in challenging scenarios such as URLLC.
3.2 	Layer-2 Mobility Handling
In mmWave, fast TRP switching is required to continue communication when radio propagation condition changes abruptly due to blocking. A mechanism for radio link failure recovery procedure for Option 3-1 was proposed in [5]. For Option 3-1, RLD PDU segments can be transmitted to the UE throughput multiple TRPs, and a complete RLC PUD can be assembled, even in the case of blocking in one of the TRPs. 
In Option 2, RLCs in two DUs are operating independently. Without synchronizing the ARQ operation, it is not possible to assemble the PDCP PDU from the RLC PDU segments. If we follow LTE DC behaviour, PDCP data is buffered until successful reception to the UE. In case of failed ARQ, the failure can be detected in the PDCP in CU, by monitoring the successfully delivered PDCP sequence number. This would require retransmission of the entire PDCP PDU through the new TRP, which may increase the latency. 
Depending on the applications, other possible options may be considered
· ARQ in DU sends the status information for failed RLD PDU delivery
· Send only the missing RLC segments from the new TRP
· This method can be equally effective as Option 3-1 mobility handling, if the fronthaul latency is the same for the two options.
· Duplicate transmission of PDCP PDUs in case of deteriorating link quality
· This method can be effective for improving the performance. 

In deployments where transmission failure after ARQ is expected to be rare, duplicate transmission of PDCP PDU may be considered without sacrificing overall spectral efficiency.
Observation 3: In Option 2, Layer-2 mobility can be handled by buffering data at the CU until successful delivery of PDCP PDUs. Either transmission of missing RLC PDU segment, or duplicate transmission of PDCP PDU may adopted to allow fast Layer-2 mobility.
4	Conclusion
We shared lab trial results of LTE HLS architecture implementation with various fronthaul constraints. Based on extensive experiments, we made the following observations:
Observation 1: In realistic deployment environment, Option 2 demonstrated
· robust throughput performance over a wide range of fronthaul latency and jitter
· graceful degradation of throughput performance in the presence of fronthaul bandwidth limitation

Observation 2: Option 2 allows joint optimization of HARQ and ARQ for reliable communication over the radio link in challenging scenarios such as URLLC.
Observation 3: In Option 2, Layer-2 mobility can be handled by buffering data at the CU until successful delivery of PDCP PDUs. Either transmission of missing RLC PDU segment, or duplicate transmission of PDCP PDU may adopted to allow fast Layer-2 mobility.
Based on the above observations, we propose to make the following decisions: 
Proposal 1: Adopt Option 2 as a unified architecture for Higher-Layer Split architecture.
Proposal 2: Discuss/select the proposed Option 2 mobility handling approaches considering eMBB/URLLC requirements
Annex
We summarize the assumptions for the lab test reported in Section 2. We have used implementation of LTE RAN following Option 2 split architecture. We have used channel emulator to generate AWGN and fading channel conditions. To emulate the fronthaul limitations, we applied additional latency, jitter, and bandwidth restrictions by a network emulator tool. We have tested LTE with 10 MHz system bandwidth, and three CAT3 devices. Traffic is generated by a network traffic generator for TCP and UDP traffic.
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