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1 Introduction

The current NR TR [1] states that NR shall allow Centralized Unit (CU) deployment with Network Function Virtualization (NFV); the definition of RAN Network Functions (NFs), virtualization and CU are FFS. To further progress the discussion, it may be interesting to look at how NFV may apply to 3GPP RAN function specifications.
2 Discussion
2.1 Preliminary Observations

Let us consider the following statement from NGMN.
Simply virtualizing existing network nodes (e.g., gateways, MMEs) may make them cheaper to implement but will not reduce the network complexity or provide the needed adaptability to specific use cases. Opting for much finer granularity of functions (e.g., mobility management, access authorization, encryption) will require interfaces between all possible function combinations to be defined to foster interoperability among functions from different vendors – not necessarily as protocols, but potentially as software interfaces (e.g., service-oriented architecture (SOA) - based). This could result in management complexity and interoperability testing efforts, as well as market fragmentation.[3]
We can then make the following observations from within the 3GPP domain:

· The very specific characteristics of the RAN make the “virtualization” exercise different with respect to the core network
. For example, the fact that a RAN is deployed across a geographical area, already sets a hard limit over how much of its functionality can be virtualized. Furthermore, specialized tasks and performance requirements are typically tied to specific hardware and embedded software which may be less suitable for virtualization. Network protocols in the RAN are designed with this in mind;

· Logical nodes in the core network, on the other hand, are more easily grouped/ungrouped together, and their interfaces may indeed “dissolve” into virtual software interfaces;

· A “function” as it is defined in NFV contexts and discussions, does not imply the same thing in the context of RAN architecture;
· Indeed, defining a fine granularity of network functions in the RAN will immediately impose conditions on the protocols, for which (as observed above) virtualization does not have the same implications as in the core network;
· The more combinations of functions are defined, the more interfaces and protocols they will require to be defined, and this increases cost and complexity on many levels.

One of the rationales for virtualization is to offer greater flexibility for operators. But at the moment virtualization in RAN is specified in a specification, such flexibility is greatly reduced:  it would in fact be necessary to fully define a certain set of “virtualizable” functions, together with the required protocols, and in doing so other options would be automatically ruled out as non-standard compliant. 
Observation 1: Specifying a set of “virtualizable” functions and protocols in RAN negates flexibility, which is one of the main advantages of virtualization.
2.2 RAN Functions and Virtualization
Virtualization in the RAN presents some very specific issues. For example, network functions in the RAN are tightly dependent on e.g. physical layer functionality, and this creates a very different situation compared to the CN. Therefore, before we proceed further, we should understand the scope of virtualization for RAN functions. To do this, we should try to answer the following questions:
1. What constitutes a RAN function in the context of network virtualization?

Some possibilities are:

· A procedure which runs across two network nodes;
· A network feature;

· A protocol;

· A node (e.g. the RAN could be seen as a function by the CN, and vice versa);

· Etc.

Notice that not all of the above possibilities work well within the context of virtualization. For example, a network feature may or may not be easy to virtualize depending on how tight its integration with the physical layer is (e.g. in this respect, CoMP is not a likely candidate for virtualization).
A similar observation could be made for a node. For example, in the current LTE architecture an MCE might be a better candidate for virtualization than e.g. an LMU, since unlike an LMU it does not incorporate any RF functionality. Notice, however, that virtualization seems equally as interesting for both, since it might give the operator the flexibility to go from one type of deployment to the other (e.g. “centralized/stand-alone” vs. “distributed/co-located”). Notice also that in this case there would be no standardization impact.
2. In order for a function to be possible to be virtualized, what characteristics shall it have, and how does this impact the standard?

One criterion was mentioned before, e.g. the tight relationship with the RF layer: the tighter it is, the less feasible it is to virtualize the function. There could be others; more examples should be discussed.
Observation 2: In many cases, the tighter the relationship of a network function to the RF layer, the less feasible it is to virtualize it.
3. What functions can be virtualized given the possible RAN split architectures under discussion and why?

One possible benefit of virtualization seems to be the flexibility to go from one deployment option to the other (like in the MCE vs. LMU example). There could be others; more examples should be discussed.

Observation 3: One possible benefit of virtualization seems to be the flexibility to go from one deployment option to the other; there could be others – more examples should be discussed.
4. Should a given function be always virtualized or should there be the option to virtualize it?

It seems more in line with 3GPP principle to not preclude virtualizing RAN functions, rather than to specify it. Otherwise, RAN3 might have to specify a “virtualization architecture”, and this seems outside of 3GPP scope.
Observation 4: It seems more appropriate to not preclude the virtualization of certain functions, rather than to specify it, to avoid the need to specify a “virtualization architecture” which is outside RAN3 scope.
5. Is it appropriate to standardize any processes to enable NFV, and why?

6. In case standardization work is assumed to be needed, what is the scope of such work and what are its benefits or drawbacks?
As for all other standardization work, its scope, pros and cons shall be evaluated.
2.3 Technical Challenges for “Mobile Base Station Virtualization”

According to ETSI ISG NFV, virtualization of a mobile base station “leverages IT virtualization technology to realize at least a part of RAN nodes onto standard IT servers, storages and switches.”[4] Several technical challenges for mobile base station virtualization are also mentioned in [4]:

1. Real-time operating system virtualization – must fulfill strict real-time constraints;

2. Baseband radio processing virtualization – could use e.g. SDR (Software Defined Radio) and could support multiple RATs, multiple standards, etc.;

3. Dynamic allocation of the processing resources – must fulfill processing delay and jitter requirements, and may require a northbound interface to the virtualization orchestrator;

4. Interconnection within virtualized BBU (BaseBand Unit) pool – requires high bandwidth and low latency switching;

5. I/O virtualization – in order to consolidate a high number of BBUs to a certain pool, statistical multiplexing may be considered;

6. Handover performance – virtualization may impact X2 UP HO latency due to the physical distance between “virtualized/non-virtualized eNBs”.

Notice that none of the above impact the standardized architecture:

· 1-4 have an impact on implementation;

· In 3, the virtualization orchestrator is not part of the RAN architecture, so even its interface is out of scope;

· 5 and 6 have an impact on implementation, deployment, and the transport network.

In fact, even current LTE RAN architecture might lend itself to such a virtualization “exercise” so that all of the above are fulfilled.
Observation 5: None of the technical challenges for “mobile station virtualization” seen in standards so far have any impact on standardized RAN architecture.

In fact, the only thing defined by ETSI ISG NFV for a virtualized network function, is that it shall have well-specified interfaces and behavior [7] (to promote interoperability). This does not seem to put particular constraints on RAN architecture.
Proposal 1: Virtualization issues may be seen as orthogonal to RAN architecture.
2.4 Further Observations on the Benefits of Virtualization
Two benefits of virtualization have been mentioned so far: cost and flexibility (there may be of course others). Some further observations can be made.

2.4.1 Cost
The bulk of the cost for a mobile network lies in the large number of distributed base stations, antenna sites, and last-mile transport network links [5], so a correct evaluation of the benefit for virtualization has to be implementation- and deployment-specific. Such an evaluation seems out of RAN3 scope.
Proposal 2: An analysis of the cost benefits for virtualization needs to take into account a number of implementation- and deployment-specific aspects and seems out of RAN3 scope.
2.4.2 Flexibility

The other advantage of virtualization is flexibility, i.e. the possibility to better adapt the deployed network to different situations. One example of this could be e.g. the centralization of certain processes in order to serve different peripheral nodes. But due to the variety of situations that can be encountered in real life, it would be best to evaluate the flexibility advantage on the basis of a set of agreed use cases.
Proposal 3: In order to properly discuss the flexibility advantage of virtualization in the RAN, it would be best to start from a set of agreed use cases.
The above exercise would also provide insight with respect to the functions as discussed in Sec. 2.2: if some benefit were encountered, given what was presented in the previous sections, most likely it would not be based on a static virtual set of functions, but it would depend on the level of e.g. centralization vs. distribution that the operator wants to achieve. Depending on the desired trade-off between costs and deployment constraints, that is, there might be more or less processes that can be virtualized.

It seems, in other words, that the goal is to ensure flexibility between central (i.e. virtualized) and distributed functions, and with a certain amount of granularity for intermediate steps. But as observed in Sec. 2.1, if the goal is maximum flexibility for the operator, this seems to correspond to minimum or no standardization of NFV for RAN.
Proposal 4: If the goal is maximum flexibility for the operator, this seems to correspond to minimum or no standardization of NFV for RAN.
Proposal 5: Capture the questions, discussions and observations above in the TR as input for further discussion.
3 Conclusions and Proposals
NFV does not mean the same thing in a RAN context as in the CN, or in a data server context. This is due to the real-time requirements and constraints of the radio access. For this reason, RAN functionality is not easily hosted in a virtualized platform. Our proposals and observations, summarized below, aim to focus the discussion more on the RAN specific issues for virtualization.
Observation 1: Specifying a set of “virtualizable” functions and protocols in RAN negates flexibility, which is one of the main advantages of virtualization.
Observation 2: In many cases, the tighter the relationship of a network function to the RF layer, the less feasible it is to virtualize it.
Observation 3: One possible benefit of virtualization seems to be the flexibility to go from one deployment option to the other; there could be others – more examples should be discussed.
Observation 4: It seems more appropriate to not preclude the virtualization of certain functions, rather than to specify it, to avoid the need to specify a “virtualization architecture” which is outside RAN3 scope.
Observation 5: None of the technical challenges for “mobile station virtualization” seen in standards so far have any impact on standardized RAN architecture.

Proposal 1: Virtualization issues may be seen as orthogonal to RAN architecture.
Proposal 2: An analysis of the cost benefits for virtualization needs to take into account a number of implementation- and deployment-specific aspects and seems out of RAN3 scope.
Proposal 3: In order to properly discuss the flexibility advantage of virtualization in the RAN, it would be best to start from a set of agreed use cases.

Proposal 4: If the goal is maximum flexibility for the operator, this seems to correspond to minimum or no standardization of NFV for RAN.

Proposal 5: Capture the questions, discussions and observations above in the TR as input for further discussion.
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� A note in � REF _Ref462995390 \r \h ��[6]� reads: “A network function can be implemented either as a network element on a dedicated hardware, or as a software instance running on a dedicated hardware, or as a virtualized function instantiated on an appropriate platform, e.g. on a cloud infrastructure.”





