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Introduction
In the last RAN3 #92 meeting, the TCP related issue has been identified under the Context Aware Service Delivery in RAN for LTE study item [1]. The TCP E2E delay can decrease the throughput and the issue is:
The behavior of TCP assumes that network congestion is the primary cause for packet loss and high delay.  In cellular networks the bandwidth available for each UE can vary by an order of magnitude on a TTI basis due to changes in the underlying radio channel conditions. Such changes can be caused by the movement of devices or interference, as well as changes in system load due to bursty traffic sources or when other UEs enter and leave the network. TCP has difficulties adapting to these rapidly varying conditions. 
If the E2E delay increases, the TCP RTT increases and the TCP throughput may decrease, which may impact the user experience.
In this contribution, we analyze the TCP issues in wireless network and propose one solution to solve these issues. This solution is proactive to consider acquiring better performance by replacing the TCP congestion control with the request-grant mechanism. For RAN side local cache scenario, the significate throughput gain and large latency reduction are achieved by close coupled radio-aware TCP optimization solution.
Close coupled radio-aware TCP solution
Loose coupled radio-aware TCP optimization is introduced in [2], which considers the compatibility with original TCP protocol, and the solution achieves large performance enhancement. However, it has limitations on some scenarios. Figure 1 shows an example to explain the issue. If the user’s two APPs have separate downloading traffic from the servers, one is long and large burst traffic, i.e. FTP, and the other is delay sensitive traffic with small objects, i.e. web browser. The two types of traffic have TCP socket buffer of their own and may share layer 2 buffer queue. Obviously the user can enjoy the benefit of fast downloading the packet segments by using loose coupled solution if layer 2 assistance information is available. But the layer 2 buffer may be stuffed by the large volume packets from FTP traffic, and the small object Web traffic is congested on the layer 2 buffer queue and causes poor QoE for this user.


[bookmark: _Ref457830640]Figure 1 Queuing delay in Layer 2 for FTP and Web traffic
From the control system principle, the loose coupled solution can be modeled as the reactive mechanism. For proactive scheme, the close coupled solution is proposed to consider acquiring better performance by replacing the TCP congestion control with the request-grant mechanism. The packet data in the layer 2 will be stored only when the low layer has opportunity to transmit. This request-grant mechanism is similar with the PDCP-MAC interworking in LTE uplink transmission. The TCP layer sends segment to the layer 2 only when the low layer notifies the transmission opportunity to TCP layer, and the air interface ability could be fully utilized. The queuing delay is controlled according to the on-demand requirement.
In close coupled solution, layer 2 requests data from IP layer buffer when transmission scheduling is received, and IP buffer sends data to layer 2 per requested data block size from layer 2. The TCP layer sends data to IP layer whenever data is available.

 
[bookmark: _Ref450512803]Figure 2 Close coupled solution for downlink TCP transmission
Figure 2 introduces a flow chart of close coupled solution for downlink TCP transmission. The L2/L1 in eNB generates the scheduling decision according to the pending data in IP layer buffer, and the scheduling algorithm also considers the wireless channel status and the assigned radio resource for the target UE. After the eNB scheduling decision is made, the layer 2 requests the packet data from IP layer based on the scheduling decision. The IP layer sends packet to layer 2 buffer per layer 2 request and TCP sends data to IP layer without following original TCP congestion control. The TCP congestion control mechanism is replaced.
Figure 3 and Figure 4 show the significant performance gain of close coupled solution under full buffer traffic and burst traffic, respectively. For full buffer traffic, the optimized TCP protocol can fully utilize the air interface ability and achieve near 100% LTE air link data rate. On the other hand, Figure 4 shows the large latency reduction in burst traffic. From the results, average burst segments latency decreases by 37% approximately for close coupled radio-aware TCP solution. 
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[bookmark: _Ref450512165]Figure 3 Performance benefit of close coupled solution under full buffer traffic

[bookmark: _Ref457827686]Figure 4 Performance benefit of close coupled solution under burst traffic
Observation 1: Close coupled radio-aware TCP solution achieves much higher throughput and much lower latency in parallel. 
Observation 2: The close coupling between TCP layer and layer 2 requires co-located deployment of TCP layer and layer 2 by RAN caching.
Close coupled radio-aware TCP optimization for local caching
Local caching can push the content to the edge node of mobile network and become much closer to the UE than the Internet CDN. eNB is the most edge node in the mobile network. By caching in the edge node, the operator provides the better user experience with shorter service delay, higher traffic data rate and lower video playout interruption probability through the different optimization methods. On the other hand, local caching architecture can facilitate the reality of close-coupled radio aware TCP optimization solution. Close-coupled TCP optimization solution is proposed to efficiently communicate between the TCP layer and low layer. By using request-grant mechanism in close-coupled TCP optimization solution, the original TCP congestion control is replaced and the buffer queue in low layer can be optimized at an appropriate queue level. 
From the above performance evaluation, the significant throughput gain and large latency reduction can be acquired for various service in mobile network. Local caching architecture makes the close-coupled solution easily implemented in nature. Since the caching node is near or inside the edge of mobile network, the TCP protocol easily acquires the request message from the low layer from eNB with lower latency, and sends the grant with the suitable data amount to the eNB for better performance. 
Proposal 1: Local cache, especially RAN side local cache, is quite applicable to the close-coupled radio aware TCP solution.
Proposal 2: RAN3 to define architecture to enable RAN caching.
Conclusion 
Based on above discussion, we have following observations and proposals.
Observation 1: Close coupled radio-aware TCP solution achieves much higher throughput and much lower latency in parallel. 
Observation 2: The close coupling between TCP layer and layer 2 requires co-located deployment of TCP layer and layer 2 by RAN caching.
Proposal 1: Local cache, especially RAN side local cache, is quite applicable to the close-coupled radio aware TCP solution.
Proposal 2: RAN3 to define architecture to enable RAN caching.
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Appendix
Below table gives the key simulation parameters.
	Parameter
	Value

	Bandwidth
	20MHz

	MIMO configuration
	MIMO TM2

	BS Tx power
	43dBm

	MAC scheduler
	Proportional fair

	Large scale channel model
	Cost231 

	Fast fading
	EVA channel

	UE Speed
	60kmh

	HARQ 
	Yes

	RLC
	AM 



Annex: Technical Proposal to TR
Based on above and the discussion in the meeting, this paper provides the text proposal for close coupled radio-aware TCP optimization.
[bookmark: _GoBack]---------------------------------------------------Start of Change------------------------------------------------------------
5.x Radio-aware TCP optimization
Close coupled radio-aware TCP optimization solution is proposed to solve the issue 2, i.e. TCP E2E delay with throughput decreasing.
5.x.1 Close coupled radio-aware TCP solution
The close coupled solution is proposed to consider acquiring better performance by replacing the TCP congestion control with the request-grant mechanism. The packet data in the layer 2 will be stored only when the low layer has opportunity to transmit. This request-grant mechanism is similar with the PDCP-MAC interworking in LTE uplink transmission. The TCP layer sends segment to the layer 2 only when the low layer notifies the transmission opportunity to TCP layer, and the air interface ability could be fully utilized. The queuing delay is controlled according to the on-demand requirement.


Figure 5.x.1-1 Close coupled solution for downlink TCP transmission
Figure 5.x.1-1 introduces a flow chart of close coupled solution for downlink TCP transmission. The L2/L1 in eNB generates the scheduling decision according to the pending data in IP layer buffer, and the scheduling algorithm also considers the wireless channel status and the assigned radio resource for the target UE. After the eNB scheduling decision is made, the layer 2 requests the packet data from IP layer based on the scheduling decision. The IP layer sends packet to layer 2 buffer per layer 2 request and TCP sends data to IP layer without following original TCP congestion control. 
Figure 5.x.1-2 and Figure 5.x.1-3 show the significant performance gain of close coupled solution under full buffer traffic and burst traffic, respectively. For full buffer traffic, the optimized TCP protocol can fully utilize the air interface ability and achieve near 100% LTE air link data rate. On the other hand, Figure 5.x.1-3 shows the large latency reduction in burst traffic. From the results, average burst segments latency decreases by 37% approximately for close coupled radio-aware TCP solution. 
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Figure 5.x.1-2 Performance benefit of close coupled solution under full buffer traffic

Figure 5.x.1-3 Performance benefit of close coupled solution under burst traffic
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