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1 Introduction
According to the online discussion for V2X, email discussion should be continued for listing up the open issues, which is given as follows: 
List of open issues related to RAN3:

· Definition of RSU? Function? Logical Node?  Server aspects??

· MBMS for V2X

· Mobility Support for Large number of Vehicles with High Speed

· Any prioritization of scenario from RAN3? Follow other groups?

· Operating Scenarios impact in RAN3? In term of multiple operators …

Email# 1 capture the open issue and their definition in a WF document

Deadline December 16th Wednesday noon CET 
This paper is to target for a WF based on the results of email discussion. 
2 Discussion

The potential issues are to be investigated one by one in this section. The scenarios endorsed currently in TR 36.885 [3] can be taken as a reference, which are also given as follows for convenience: 
· Scenario 1: this scenario supports V2V operation only based on PC5, in which a UE transmits a V2X message to multiple UEs at a local area in sidelink.
· Scenario 2: this scenario supports V2V operation only based on Uu, in which a UE transmits a V2X message to E-UTRAN in uplink and E-UTRAN transmits it to multiple UEs at a local area in downlink.
· Scenario 3: this scenario supports V2V operation using both Uu and PC5.
2.1
Issue 1: Definition of RSU? Function? Logical Node? Server aspects?
A. Definition of RSU: Function or Logical node?
According to the SA1 TR22.885 [2] and the RAN SID [1], RSU is defined as 

Road Side Unit: An entity supporting V2I Service that can transmit to, and receive from a UE using V2I application. RSU is implemented in an eNB or a stationary UE.

So basically it is understood as a logical function to be implemented in an eNB or a stationary UE. The following discussion on RSU mainly focuses on eNB type RSU: 
· Option 1:  Function of eNB
· RSU is a logical function to be implemented in eNB (RSU may optionally include V2X application layer)
· For V2I: 
- If RSU includes application layer for V2I, RSU is the end point of V2I service 
- If RSU does not include application layer for V2I, RSU should forward V2X messages to a server (e.g., remote  V2X Server or local E-UTRAN V2X Server), which is the end point of V2I service.
· For V2V or V2P, RSU receives V2X messages from V-UEs and forwards all or some of the messages to other V-UEs. 
- If RSU includes application layer for V2V, RSU can route the message by itself
- If RSU does not include application layer, RSU should forward V2X messages to a server (e.g., remote  V2X Server or local E-UTRAN V2X Server), which performs the routing.
On the other hand, it is not precluded to have a new logical node: 
· Option 2: a new logical E-UTRAN node

· RSU is a new logical E-UTRAN node, which should supports X2 interface if it is like eNB and should support Uu or PC5 if is like UE

Q1: what is the definition of RSU from each company point of view (Something should be added or modified?  why?) If company supports option 2, please give the reasons.  
	Company
	Definition of RSU
	Comments

	LGE 
	The definition of option 1 above
	

	Samsung
	Option 1
	

	Nokia Networks
	Option 1, but we do not see the scenario that RSU does not have the application layer. Even in case the V2X msg is forwarded to a server, the RSU still need an application layer. It may need to be discussed in SA2 on what this application layer is and whether it can be outside of the eNB.   
	

	CATT
	We prefer option 1.However, similar with Nokis Network,we have some different understanding on option 1.
According to the definition of RSU in SA1(i.e. an entity supporting V2I Service that can transmit to, and receive from a UE using V2i application),RSU should have the application layer. In another word, the RSU should be able to interpret the V2X message, otherwise, there is no difference between a normal eNB or UE and RSU.
So, from our point of view, the V2I message should be terminated in RSU. If there is the message needs to be sent to a V2X server, then RSU would send it to the V2X server. How RSU sends the V2I message to V2X server is another topic.

For V2V message, we think a simple solution for RSU is to interpret the message and then decides how to route the message.
	

	Huawei
	Option1
We agree that RSU is a function, and it should at least include application layer. 
	

	ZTE
	Option 1. Same as Nokia and CATT, we think the RSU is needed to have V2X application layer. If there is no application layer in RSU, what is the difference between the eNB type RSU and normal eNB? 

	

	Ericsson
	Agree with Option 1. The assumption seems to be that V2I/V2P services will require different application layer functionality: this seems reasonable but might be further verified by SA2.
	For the eNB-based type, the RSU could also be a distributed function (in which case it would probably more correct to refer to a “network-based RSU”).

	Qualcomm
	Whether or not the application layer resides in the RSU has architectural impacts to the whole system, e.g. whether it is above SGi – therefore this should be a SA2 discussion.

In addition, RAN 2 is also looking at the definition of the function of RSU. 

RAN3 should wait for SA2 and RAN2 before going ahead with the efforts in defining RSU.  

With the comments above, we agree with Option 1.
	

	Mitsubishi Electric
	Option 1.

Along with many other comments above, we are in the opinion that the RSU should interpret RSU V2X messages.
	


Summary on Q1: It seems that all companies agree that eNB type RSU is a logical function implemented in an eNB. The following points were idenfied for further discussion, which may require SA2 input: 
I. Whether the application layer is located inside RSU or it is in the remote V2X Server/local E-UTRAN V2X Server or it should be in both the RSU and V2X server? 
· V2I, V2V and V2P should be considered for the issue above. 
B. Server Aspects
· Option 1 (Remote  V2X Server):  generally it has some distance from eNB and it is  like the server for V2N service (e.g., public warning)
· From latency point of view, it may not satisfy the requirement for V2V of certain scenarios in [3]. 
· Option 2 (Local E-UTRAN V2X Server):  it is, for example, just behind Standalone L-GW of SIPTO or implemented into eNB
· In order to satisfy the latency requirements for V2V or other V2X services, the local server may be deployed near an eNB supporting RSU function, or the local server may be also implemented in the eNB. 
Q2: Company views are invited for V2X application server’s position, e.g., whether local V2X E-UTRAN server is needed or not? Or other options and why?

	Company
	Server Aspects
	Comments

	LGE 
	Both Option 1 and Option  2
	Option 1: in the scenarios that latency requirements can be satisfied
Option 2: necessary in case that latency requirement is tight

	Samsung
	Both Option 1 and Option 2
	

	Nokia Networks
	This is out of RAN3 scope, and should be discussed in SA2.
	

	CATT
	Both Option 1 and Option  2
	

	Huawei
	Both Option 1 and Option 2
	

	ZTE
	When the RSU has application layer, the RSU is equivalent to V2X server, it seems that global V2X server and local E-UTRAN V2X server are not needed. 
	

	Ericsson
	Both options, depending on how well the operator’s network can match V2x service requirements. Server aspects (definition and functions of the V2x server), however, seem out of RAN3 scope.
	This also seems consistent with the concept of eNB-based RSU as a distributed network function (see comment to Q1). This discussion may be related to which entity is responsible for the V2x server: the operator or (most likely) the road traffic safety authority.

	Qualcomm
	Option 1 and 2 should both be supported.


	Whether SIPTO (or even LIPA) may be utilized in this case should be under SA2 review as it has system architectural impacts. This could even be out of scope of 3GPP, as whether SIPTO or LIPA is used can be based on configuration. 

(for the V2V case) There might not be a V2X Server, the routing/forwarding can be done at lower layer. 

For Option 1, shouldn't it be called a "Remote" Server instead of "Global"?

	Mitsubishi Electric
	Option 1 and option 2 should be supported.
	Agree with QC for "Remote" instead of 'Global"




Summary on Q2: On the location of V2X application server, it seems that the majority agrees that both option 1 (Remote V2X Server) and option 2 (Local E-UTRAN V2X Server) should be supported. The following points were idenfied for further discussion, which may require SA2 input: 
I. Whether the local E-UTRAN V2X Server is behind Standalone L-GW of SIPTO or implemented into eNB?

· V2I, V2V and V2P should be considered for the issue above. 

2.2
Issue 2: MBMS for V2X:
From architecture point of view, there is no difference between MBMS and SC-PTM, therefore both are considered in the following discussions.
A. MBMS/SC-PTM for V2N service

Basically it is understood that V2N latency requirement is 500ms 
[2]. The existing MBMS/SC-PTM architecture can be reused, which is given as follows as an example: 
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Fig. 1. Existing eMBMS/SC-PTM architecture for V2N (an example).
Q3: For V2N service, company views are invited from the architecture point of view. What kind of enhancement is needed? Why?
	Company
	eMBMS/SC-PTM architecture for V2N
	Comments

	LGE 
	Existing architecture can be reused
	V2N latency requirement is one second

	Samsung
	Enhancement can be considered only if the latency requirement is not satisfied.
	

	Nokia Networks
	Agree with LGE
	The V2N end-to-end latency is 500ms.

	CATT
	Agree with LGE
	

	Huawei
	Existing architecture is ok for V2N
	[CPR-017] The E-UTRAN shall be capable of transferring V2X messages via 3GPP network entities between a UE and an application server both supporting V2N Service with an end-to-end delay no longer than 1000 ms.

	ZTE
	Same as LGE, existing architecture can be reused.
	

	Ericsson
	Existing architecture can be reused for broadcast
	The tradeoffs between MBMS and SC-PTM are the same as for legacy MBMS services. It is unclear what issues (if any at all) would justify a departure from the current MBMS architecture.

	Qualcomm
	It is unclear based on what criteria RAN3 could make a decision that the existing architecture is sufficient.

This seems to require a complete system view, and therefore should be decided by SA2.
	It is also not clear how the MBMS/SC-PTM can be adapted for this use. It would require SA2 work to determine if the current architecture is sufficient or enhancements needed.

	Mitsubishi Electric
	Existing architecture could be reused for V2N
	


Summary on Q3: For V2N service, it seems that the majority agrees that the existing MBMS/SC-PTM architecture can be reused considering the 500ms latency requirement. However, RAN3 can check the potential enhancement on procedures to support V2N service after SA2 makes the final decision on architecture. 
B. MBMS/SC-PTM for V2V/V2I/V2P services
Basically it is understood that V2V / V2I /V2P latency requirement is 100ms. On the other hand, SA1 also requires that the probability that the recipient gets V2X message within 100ms should be from 80% ~95% [2]. RAN2 is evaluating the V2V scenarios in [3]. For scenario 2, different views exist currently. However, for scenario 3 companies have common understanding that the latency requirement cannot be satisfied. Therefore, enhancement is needed for reducing the latency. 
Q4: Company views are invited on whether the existing legacy MBMS/SC-PTM architectures can satisfy the latency requirement for scenario 2 and 3
	Company
	Latency requirement can be satisfied or not
	Comments

	LGE 
	No. 

	For scenario 2 and 3, especially the V2V case can not be satisfied. 

	Samsung
	Maybe no, but leave it to RAN2.
	

	Nokia Networks
	Maybe not. 

	We need to first identify how much latency need to be saved in the network side. For the listed three solutions defined in Annex, Solution 1 and Solution 2 are already supported via current SIPTO@LN. Solution 3 is an implementation issue. Need to be more specific about the issues based on current standard.

	CATT
	Our view is that latency requirement can not be satisfied. However,as Samsung indicates,it depends on the evaluation of RAN2.
	

	Huawei
	Pending to RAN2 discussion
	

	ZTE
	The existing legacy MBMS/SC-PTM architecture can’t satisfy the latency requirement for scenario 3, but may satisfy the latency requirement for scenario 2. Anyway, it depends on RAN2’s decision.
	

	Ericsson
	Scenario 3: no. Scenario 2: possibly.
	Scenario 3 is going to be the least reliable in case of emergency: all vehicles will try to broadcast messages at the same time over PC5 resources. The UE-type RSU will then try to relay them, further adding to the latency. PC5 access is going to be a lot less robust than Uu access in this situation. Therefore, it is questionable whether considering Scenario 3 is really worthwhile.

	Qualcomm
	Latency related discussion should be left to RAN2.
	

	Mitsubishi Electric
	Latency is likely to be an issue.
	


Summary on Q4: For V2V/V2I/V2P services, it seems that the majority thinks that we should wait for RAN2 decision on latency evaluation for scenario 2 and 3. RAN3 will monitor the RAN2 conclusions; if the requirements cannot be satisfied for Scenario 2/3, potential enhancements may need to be studied. 
I. According to RAN2 email discussion on latency, a brief conclusion will be made in this month. By monitoring RAN2’s conclusion on latency analysis, if the requirement cannot be satisfied for Scenario 2/3, potential solution should be considered from architecture point of view, for example local breakout, SIPTO based solutions. 
2.3
Issue 3: Mobility Support for Large number of Vehicles with High Speed
The following requirements for mobility are defined in SA1 TR [2]: 

· Consideration can be given to the impact on mobility management signalling by the introduction of a large number of UEs supporting V2X Service.
· Absolute velocity of a UE supporting V2X Services (Table A.1 in [2])

· 280kmph for #3 (autobahn)

· 160kmph for #2 (freeway)
On the other hand, a V-UE may not receive V2X message for up to 2 seconds (TS 36.331) if handover failure happens to it. This is not allowed based on the SA1 requirements. 
Q5: For mobility, company views are invited on whether enhancement is needed to support large number of Vehicles with High Speed?
	Company
	Mobility Support for Large number of Vehicles with High Speed
	Comments

	LGE 
	Enhancement is needed
	Requirements  given above

	Samsung
	The problem for high speed UE supporting V2X service should be firstly identified.
	

	CATT
	We are wondering whether PC5 based V2X should be used for high speed scenario.
	

	Huawei
	Need to first identify the scenario and issue.
	

	ZTE
	Depending on the specific identified issue, enhancement may be needed. 
	

	Ericsson
	Enhancements, if any, seem out of RAN3 scope
	RAN1 (and possibly RAN2) should study this issue. The requirements given are not for RAN3.

	Qualcomm
	This is primarily a RAN1/RAN2 issue, and RAN3 should wait for their assessment of whether handover enhancement is needed (or not).
	

	Mitsubishi Electric
	Mobility performance shall be evaluated, and this is in RAN3 scope. 
	


Summary on Q5: On mobility support for large number of vehicles with high speed, it seems that the majority thinks that the scenario and issue should be identified. In addition, RAN1/2 triggering on this issue is needed. 
2.4
Issue 4: Any prioritization of scenarios (scenario 1, 2, 3 in [3]) from RAN3? Follow other groups?
According to SID [1], the following guideline is given: 
· Support for PC5 transport for V2V services shall be given the highest priority until RAN#70.
On the other hand, RAN2 decided to prioritize scenario 2 for V2V until December, 2015. 
Therefore, from next year there is no prioritization of the scenarios even in RAN1 and RAN2 for this SID [1]. According to our understanding, RAN2 would put more resources to study scenario 3. From RAN3 point of view, the impacts to architecture for scenario 2 and 3 are similar. So it is better to study them together. 
Q6: Company views are invited on prioritization of scenarios (Yes or No)
	Company
	Prioritization of scenarios (scenario 1, 2, 3 in [3])
	Comments

	LGE 
	No. 
	Given as above. 

	Samsung
	Since scenario 1 has less impact to RAN3 and RAN3 is involved when requested. We can focus on scenario 2 and scenario 3. 
	

	Nokia Networks
	Follow RAN1/RAN2 decision on the scenarios.
	

	CATT
	We think it is better for RAN3 to have the same priority on the scenario with RAN2
	

	Huawei
	Prefer to priorities scenario1 (to support OOC scenario) and scenario 2, pending to RAN1 and RAN2 discussion. 
	

	ZTE
	Prioritize scenario 2. Scenario 1 is PC5 based. Scenario 3 can be treated as the combination of Scenario 1 and Scenario 2. From RAN3’s point of view, the impacts of Scenario 2 and Scenario 3 are same. For simplicity, we can prioritize scenario 2. 
	

	Ericsson
	Yes (Scenario 2)
	As mentioned in the answer to Q4, Scenario 2 seems the most reliable in case of emergencies due to the increased robustness and scalability of Uu access with respect to PC5 access and the absence of the RSU-eNB “hop”. In addition, Scenario 3 is likely to have more impact on the architecture than Scenario 2. It seems sensible, therefore, to treat Scenario 2 with higher priority than the others and to treat Scenario 3 with the lowest priority.

	Qualcomm
	Follow RAN1 and RAN2 decision on this.
	

	Mitsubishi Electric
	RAN3 should focus on scenarios 2 and 3
	


Summary on Q6: On the prioritization , three companies want to include scenario 3, three companies prefer to deprioritize scenario 3 and three companies prefer to follow RAN1/2 decision. Currently no agreement is reached on how to prioritize among the  scenarios in TR 36.885.  
2.5 Issue 5: Operating Scenarios impact in RAN3: in term of multiple operators 
In the current agreed scenario 1, scenario 2 and scenario 3 listed the first paragraph of section 2, the following texts were adopted for TR [3]: 

· Scenario 1: V2V operation only based on PC5
…
(Aspect 4) Operating scenarios
· Case 4B: A set of PC5 operation carrier(s) is shared by UEs subscribed to different operators. This means that Ues belonging to different operators may transmit on the same carrier.

· In this case, Ues belonging to different operators transmit on the shared uplink carrier(s) while receiving on the shared downlink carrier(s).
· Case 4C: Each operator is allocated with a different carrier. This means that a UE transmits only on the carrier allocated to the operator which it belongs to.
· Scenario 2: V2V operation only based on Uu
…
(Aspect 4) Operating scenarios
· Case 4B: A set of Uu operation carrier(s) is shared by Ues subscribed to different operators.

· In this case, Ues belonging to different operators transmit on the shared uplink carrier(s) while receiving on the shared downlink carrier(s).
· Case 4C: Each operator is allocated with a different carrier for both uplink and downlink.

· In this case, a UE transmits only on the uplink carrier(s) allocated to the operator which it belongs to. It is FFS whether UE receives on the downlink carrier allocated to the other operator as well as the downlink carrier allocated to the operator which it belongs to.
· Scenario 3: V2V operation based on both PC5 and Uu
…
(Aspect 4) Operating scenarios
· For PC5: applying all the cases in the corresponding aspect of Scenario 1
· For Uu: applying all the cases in the corresponding aspect of Scenario 2
From the scenarios above, it can be seen that the carriers can be shared between the operators or the carriers are different from each operator. From RAN3 point of view, it can be divided into RAN sharing case and non-RAN Sharing case. So
, the coordination between the operators and the coordination between the 
eighbor eNBs should be considered in order to support the multiple operators’ scenarios above. 
Q7: Company views are invited on whether coordination is needed or not in order to support multiple operators’ operation scenarios. 
	Company
	Coordination between the operators and coordination between the eNBs are needed? 
	Comments

	LGE 
	 Yes
	Given as above. 

	Samsung
	Yes
	

	Nokia networks. 
	Yes. 
	

	CATT
	Yes
	

	Huawei
	Yes.
	

	ZTE
	Yes
	

	Ericsson
	Yes
	Given the nature of V2x services, it seems likely that a pool of operators and a road authority will join forces to provide such services nationwide in a planned manner. This will require a good level of coordination at many levels (services, CN, RAN, etc.), of which spectrum is only one aspect. RAN3 should encourage operators’ views on this issue.

	Qualcomm
	Yes
	

	Mitsubishi Electric
	Yes
	


Summary on Q7: For operating scenarios impact in RAN3 (in term of multiple operators), it seems that all companies agree that coordination is needed. The following points should be discussed further: 
I. Coordination between the operators from carrier point of view

II. RAN architecture and procedures to support the coordination, e.g., RAN/CN Sharing
3 Conclusions
In this section, a summary is given based on the email discussion for listing up the open issues and their definitions for V2X. The following texts were endored as a WF for next meeting: 
Issue 1: Definition of RSU? Function? Logical Node? Server aspects?
· Definition of eNB type RSU: eNB type RSU is a logical function implemented in an eNB. 
· In addition, the following open points were identified  for further discussion, which may require SA2 input: 
· Whether the local E-UTRAN V2X Server is behind Standalone L-GW of SIPTO or implemented into eNB?

· Whether the application layer is located inside RSU or it is in the remote V2X Server/local E-UTRAN V2X Server or it should be in both the RSU and V2X server? 
Issue 2: MBMS for V2X
· For V2N service, it seems that the majority agrees that the existing MBMS/SC-PTM architecture can be reused considering the 500ms latency requirement. 
· RAN3 can check the potential enhancement on procedures to support V2N service after SA2 makes the final decision on architecture.
·  For V2V/V2I/V2P services, it seems that the majority thinks that we should wait for RAN2 decision on latency evaluation for scenario 2 and 3. RAN3 will monitor the RAN2 conclusions; if the requirements cannot be satisfied for Scenario 2/3, potential enhancements may need to be studied. 
· The further discussion points could be (): 
· By monitoring RAN2’s conclusion on latency analysis,  if the requirement cannot be satisfied for Scenario 2/3, potential  enhancement should be considered from architecture point of view, for example local breakout, SIPTO based solutions
Issue 3: Mobility Support for Large number of Vehicles with High Speed
· On mobility support for large number of vehicles with high speed, it seems that the majority thinks that the scenario and issue should be identified. RAN1/2 triggering on this issue is needed. 
· RAN3 can revisit this issue after RAN1/2 have some progress
Issue 4: Any prioritization of scenarios (scenario 1, 2, 3 in [3]) from RAN3? Follow other groups?
· ,  No agreement is reached on how to prioritize among the three scenarios in TR 36.885. 
Issue 5: Operating Scenarios impact in RAN3: in term of multiple operators
· For operating scenarios impact in RAN3 (in term of multiple operators), it seems that all companies agree that coordination is needed. 

· The following points could be discussed further
· Coordination between the operators from carrier point of view

· RAN architecture and procedures to support the coordination, e.g., RAN/CN Sharing
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5 Annex

The following section is to investigate some potential MBMS based enhancement from architecture point of view. (e.g., local breakout  etc.)

For V2V/V2P, it can be split into uplink (V2X message from UE to V2X application server) and downlink (V2X application server to targeted UEs). 

For uplink, it is unicast. So the following local breakout architectures can be considered as examples of the potential solutions: 
· Option 1 of the solutions: Local breakout based on Standalone SIPTO 

· Option 2 of the solutions: Local breakout based on Collocated LIPA/SIPTO

· Option 3 of the solutions: Local breakout with all functions in eNB (or the only the V2X application server is outside of eNB)
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Fig. 2a: Local breakout based on Standalone SIPTO.            Fig. 2b: Local breakout based on Collocated LIPA/SIPTO.             
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Fig. 2c: Local breakout with all functions in eNB.
Q8: For uplink, company views are invited for the options above or other options? What kind of enhancement is needed? Why?
	Company
	Uplink V2X message transmission to Server
	Comments

	LGE 
	Option 1, Option 2, Option 3


	For option 1 and 2, it should be decided that the server is a global or local server. In addition, the interface between L-GW and server should also be decided. 

Option 3 depends on implementation. The V2X application may also be outside of eNB. 

	Ericsson
	Options 1 and 2.
	No need to specify SGi: in both cases the SIPTO@LN function is activated by the MME according to legacy functionality. Option 3 can be seen as a deployment variant of Option 2. It is unclear what issues (if any) would require enhancing the current architecture: the tradeoffs and benefits for using local breakout will probably depend heavily on the specific transport network deployment.

	Mitsubishi Electric
	Option 1 and option 2.
	Option 3 is an implementation option.
Don't see the need to have something different than SGi
V2I refers to communications between a vehicle and a RSU, V2N to communications between a vehicle and the network. Then V2I is assumed to include a local V2X application, and V2N to include a global V2X server. Both architectures are likely to co-exist.


	
	
	


For downlink, MBMS or SC-PTM is considered to be used for enhancing the efficiency of radio resource.  The following architectures are given as examples of the potential solutions: 

· Option 1 of the solutions: using MBMS/SC-PTM for downlink based on Standalone SIPTO (shown in Fig. 3a)
· Option 2 of the solutions: using MBMS/SC-PTM for downlink based on Collocated SIPTO (based on Fig. 2b for uplink)
· Option 3 of the solutions: using MBMS/SC-PTM with all functions implemented in eNB (or only the V2X application server is outside of eNB) (shown in Fig. 3b)
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Fig. 3a: Localized MBMS scheme (standalone SIPTO based).        Fig. 3b: Localized MBMS scheme (all functions in eNB).

Q9: For downlink, company views are invited for the options above or other options? What kind of enhancement is needed? Why?
	Company
	Downlink V2X message transmission from server to UE
	Comments

	LGE 
	Option 1, Option 2, Option 3


	For option 1 and 2, it should be decided that the server is a global or local server. If local server is applied, it should be discussed on how to use the existing MBMS logical nodes, interfaces and the procedures. 

Option 3 depends on implementation. The V2X application may also be outside of eNB. 

	Ericsson
	Options 1 and 2
	Option 3 does not seem justified (it would be problematic to synchronize all the V2x local servers in an MBSFN area anyway). At best it can be a variant of SC-PTM using only a single cell. Such a restriction does not seem beneficial in terms of system gain as the MCE cannot choose the SC-PTM transmission mode, and thus the consideration of Option 3 is not justified. Notice that a possible variant of Figs. 3a and 3b could be with the MCEs co-located with the eNBs.

	Mitsubishi Electric
	Option 1 and option 2
	Option 3 is an implementation option
Having a local MBMS architecture to fulfil latency requirements should be investigated.


	
	
	


�The definition is updated in last SA1 meeting. Refer to SA1 agreed S1-154458.


�It is 500ms in the latest �TR22.885 (S1-154458) 





[PR.5.26.5-003] The E-UTRAN shall be capable of transferring V2N Service layer messages via 3GPP network entities between a UE and receiving UEs both supporting V2N applications with an end-to-end delay no larger than 500 ms.


�What is the relationship to the issue? using X2 may be a solution, but need to be discussed later. 
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