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1
Introduction
In their reply LS received at last meeting, SA5 asked the following question [1]:
"SA5 asks RAN3 to confirm whether the current SA5 defined PM mechanism is sufficient to support RAN3 purpose on Data Volume measurement report."

However RAN3#89bis could not fully reply to this question, and indicated in a reply LS [2] that work on this question would continue:

"In general RAN3 understands the limitations of the PM mechanism. There is an intention in the group to reuse PM counters if it is concluded this is feasible. RAN3 is currently working on the reliability and storing aspects indicated by SA5. RAN3 will inform both RAN2 and SA5 about the decisions on the data volume reporting solution and will ask for these changes to be implemented in the appropriate TSs if feasible."

We provide our view and proposals in this paper.
2
Discussion
SA5 specification provides from Rel-4 support for reliability and accuracy (TS 32.401, attached by SA5 in their LS [1] to RAN3):
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In more detail, the following aspects are handled (clause 4.3.2):
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The first aspect, relative to representation of all occurrences, is according to TS 32.401 to be addressed by proper measurement definitions. The second aspect, 'same period for the same two events', concerns procedures having e.g. an initiating and a terminating phase, so doesn't seem to concern data volume measurements. The third aspect is further detailed in the same clause of TS 32.401 as follows:
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The reliability aspect was also addressed in a late contribution to RAN3#89bis [3], with the following problem description: "the problem is that the new RAN sharing data volume reports may be subject to errors, i.e. corrupted, because of eNB internal limitations such as lack of memory, lack of processing resources or other constraints".

The description in TS 32.401 relates reliability issues to one or several system events interrupting the measurement collection period, and the 'suspectFlag' is introduced to flag such events. TS 32.432 describes the suspectFlag as "a flag that indicates whether the data is reliable".
For data volume monitoring we believe the events a/b/e/f are the most relevant ones. Events c and d are in our view less applicable for permanent monitoring. For a/b/e we also think that the risk of data corrupted by system events increases with the duration of the measurement collection period. Indeed,  if we take the example of event b (failure of the measurement procedure), if the measurement procedure statistically fails in average e.g. every 3 hours for a “vulnerable” counter, this will raise the flag every 3 hours and hence most reports will have the flag raised for that counter for a “medium” measurement period of e.g. 2 hours. And the flag will typically always be raised for that counter if the measurement period is in the order of 24h. However the flag will not be raised on most reports if the measurement period is in the order of 15 or 30 minutes. The consequence for the operator will be that for a medium (2h) or long (24h) measurement period, all or almost all data will be flagged as suspect in case of such vulnerable counter.

For event f (communication error), indeed, the frequency increases with shorter reporting periods, on the other side the a shorter reporting period also reduces the effective data loss per failure event. We also believe that implementations may have solutions to mitigate communication error problems (typically by temporary storing the file that couldn't be uploaded, and reattempt the upload), and we also believe that this event is not particularly targeted by proponents of the priority flag.
A correlation between the measurement period and reliability was also observed in [3]: "In fact, if a counter is corrupted the operator would lose charging data for the whole time period covered. Moreover, given that collection of these counters is not needed in real time, it is possible that their collection is scheduled with very long periods. This makes the risk of errors due to memory shortages higher."

A first natural consequence is therefore to define some maximum value for the measurement collection period used for data volume measurements, e.g. 30 minutes, in order to reduce the impact caused by system events interrupting the measurement collection period. TS 36.300 may be appropriate to capture this maximum.
Proposal 1: Define a maximum value for the measurement collection period – e.g. 30 minutes, in TS 36.300.

[3] proposes to introduce a mechanism permitting an implementation to distinguish between the collection of different counters. The mechanism is based on a priority flag, and the proposed semantics points towards increased reliability of prioritized counters. Possible impact on non-prioritized counters are not described in [3], and may depend on implementation aspects as described below.
A priority flag would allow e.g. an eNB with limited memory resources to ensure that memory is allocated in a prioritized way to the flagged counters, which could mean that other counters are not started or discarded by preemption. A benefit of this mechanism is that an operator could provide the same O&M configuration to all eNBs in the RAN, and low-capacity eNBs would then possibly discard the non-prioritized counters. However we also believe that the issue of limited memory resources is not particularly linked to the data volume counters for RAN sharing, but the issue applies globally to all PM counters. Hence the discussion falls within SA5 realm, which so far has relied on implementations for this issue (TS 32.401).  
Observation 1: If a mechanism to mitigate memory shortage is needed, it should be considered for all PM counters and not specifically for data volume counters. The discussion therefore falls within SA5 realm, which so far has relied on implementations for this issue (TS 32.401).
In addition to memory issues the proposed priority flag is also intended to address issues that seems linked with event b (failure of the measurement procedure) listed by TS 32.401: "lack of processing resources or other constraints". During the email discussion following RAN3#89bis it was also claimed that the measurement procedure could be more error prone for some measurements depending on the number of QoS parameters defined for the counter (QCI, ARP, GBR band). Which means that some counters would be more "vulnerable" than others. If this becomes the case in some implementations, mitigation of such issue will be heavily implementation dependent. This means that both the relevance for the operator to set the flag will depend on the implementation, as will the corresponding action in the eNB when the flag is set. It therefore seems questionable whether RAN3 can formulate any requirement towards SA5 to standardize such flag. 
Observation 2:Both the relevance of a priority flag, and the associated action in the eNB when the flag is set, seem to be heavily implementation dependent. It therefore seems questionable whether RAN3 can formulate any requirement towards SA5 to standardize such flag.
A reasonable way forward for RAN3 therefore seems to confirm to SA5 that the existing PM mechanism is sufficient for data volume measurements, and that RAN3 lets SA5 further consider whether any additional mechanism is needed for situations where low-capacity eNBs will have to select a subset of the configured PM counters.
Proposal 2:  Confirm to SA5 that the existing PM mechanism is sufficient for data volume measurements, and that RAN3 lets SA5 further consider whether any additional mechanism is needed for situations where low-capacity eNBs will have to select a subset of the configured PM counters.

3
Conclusion
We observe that:

Observation 1: If a mechanism to mitigate memory shortage is needed, it should be considered for all PM counters and not specifically for data volume counters. The discussion therefore falls within SA5 realm, which so far has relied on implementations for this issue (TS 32.401).

Observation 2:Both the relevance of a priority flag, and the associated action in the eNB when the flag is set, seem to be heavily implementation dependent. It therefore seems questionable whether RAN3 can formulate any requirement towards SA5 to standardize such flag.

We have made the following two proposals:
Proposal 1: Define a maximum value for the measurement collection period – e.g. 30 minutes, in TS 36.300.

Proposal 2: Confirm to SA5 that the existing PM mechanism is sufficient for data volume measurements, and that RAN3 lets SA5 further consider whether any additional mechanism is needed for situations where low-capacity eNBs will have to select a subset of the configured PM counters.
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-	whether the result produced represents all occurrences of the defined event;


-	whether related measurements produced for the same period refer to the same events; or


-	whether a measurement result refers to the whole or part of a granularity period.











In respect to the evaluation of the results produced by the measurements the following has to be considered:


[...]


-	to assure the reliability and accuracy of the measurement results (clause 4.3.2);


[...]











Measurement collection periods: a typical measurement collection period can be interrupted by system events.


These interruptions can be one or more of the following:


failure of the measured network resource;


failure of the measurement procedure;


the measured network resource only becomes available after the measurement period has commenced;


the measurement procedure only becomes available after the measurement period has commenced.


system error (e.g. disk failure/lack of memory); 


communication error (e.g. link failure between the network manager and the measured network resource).


Any such interruption implies that the affected measurement result is incomplete, and in extreme circumstances, no result reports at all can be generated. In these cases the measurement result shall highlight such interruptions to indicate that the result is suspect (see also setting of suspectFlag in Performance Measurement File Format Definition 3GPP TS 32.432 [29]). �









































PAGE  
1/3

