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1   Introduction
As part of the Network Assistance for Network Synchronisation SI objectives, solutions should be designed to address the following SID objectives 

· Study the possible radio network based methods to provide a low cost way for the operators to synchronize their LTE networks where the current synchronization mechanism(s) does not work.
· Avoid duplication of functionalities with respect to specified functions, in order to maintain costs and complexity to the minimum.

It can therefore be summarised that an ideal solution should be able to contain complexity, to address scenarios where current solutions cannot perform in a satisfactory way and to avoid duplications of functionalities.

In this paper a solution that fulfils these principles is proposed.

2   Solution Scenario
The scenario addressed by the solution proposed herein is one where fixed network based solutions such as IEEE1588V2 are not available due to cost or backhaul constraint. The scenario may involve indoor small base stations or in general base stations where a clear sky view is not available, making GNSS based synchronisation challenging. 
Also, the scenario considered is one where propagation delays and multipath reflections affect signals transmitted between two base stations.

In such scenario, solutions such as RIBS would not be able to function properly because the accuracy of the timing information would be affected by the propagation delays due to multipath.

Therefore, the following can be observed:

Observation 1: the solution proposed in this paper addresses a scenario where GNSS and network based synchronisation cannot be used due to cost and deployments constraints and where RIBS would be limited in performance due to propagation delays and multipath transmissions.
3   Solution Description 

The solution is based on achieving synchronisation of neighbouring base stations by means of detecting reference signals transmitted over the air (OTA) and calculating propagation delay of such reference signals from synchronisation source to synchronisation target. A general description of the solution is provided in the figure below:
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Figure 1: Description of synchronisation solution

From the figure above it can be seen that the solution introduces a first phase where a node in need to synchronise will request a neighbour node to start procedures for over the air signalling exchange.

In message 1 the node in need of synchronisation, eNB1, after detection of DL signals from a cell of eNB2, sends a request to start synchronisation procedures. In this request a specific cell identifier pointing at a cell of eNB2 with which synchronisation wants to be achieved could be included. 
In message 2, eNB2 responds with an acceptance message. In this message the following information are contained:

· Timing information specifying when the OTA signal from eNB1 will be transmitted. Such timing information could specify the SFN number and SF number with respect to eNB2’s SFN structure at the beginning of which a specific signal would be sent by eNB1. It has to be noted that such over the air signal could be an already existing one.

· Timing information specifying when the OTA signal from eNB2 will be transmitted. Such timing information could specify the SFN number and SF number with respect to eNB2 SFN structure for the system frame at the beginning of which a specific signal would be sent by eNB2. It has to be noted that such over the air signal could be an already existing one. It has to be also noted that eNB1 and eNB2 can detect each other’s signals, therefore they have knowledge of when SFNs start. 
This information could also be included in Message 1
· Identification of eNB1’s cell from which the OTA signal will be expected

In message 3 eNB1 sends a signalling message over the air, at the signalling time specified in message 2.At the time of sending such message a time stamp is generated by eNB1, such timestamp is named T1. At the time of reception of the message at eNB2 a new timestamp will be generated by eNB2, such timestamp is named T2. 
In message 4, eNB2 generates a new signalling message over the air towards eNB1. This message is sent at the time specified in message 2. At the time this new message is sent a new timestamp can be generated by eNB2, which will be called T3. At the time the latter message is received by eNB1, a new time stamp will be generated by eNB1, which will be called T4. 

In message 5, eNB2 signals timestamps T2 and T3 to eNB1 via the X2 interface. 
In step 6 eNB1 has the four time stamps available, T1, T2, T3 and T4. It should be reminded that eNB1 can synchronise to the reference signal of eNB2, but such synchronisation would be affected by propagation delays and multipath transmission, leading to a poor accuracy. By means of knowing the four timestamps, eNB1 can deduce the roundtrip delay between eNB1 and eNB2 by calculating 
Over the Air RTT = (T4-T1) – (T3-T2)
The propagation delay between eNB1 and eNB2 can be estimated by calculating 
Propagation Delay eNB1-eNB2 = (T4-T3)/2 + (T1-T2)/2.

Once the propagation delay between eNB1 and eNB2 is known, eNB1 can determine the offset to apply to the reference signal detected from eNB2. By applying such offset, eNB1 is able to perfectly synchronise to eNB2 and therefore achieve local synchronisation within a cluster of neighbouring cells.

Observation 2: The solution is able to provide superior synchronisation accuracy by means of calculating the propagation delay between source and target eNB.

The solution description above touches upon the main aspects of the function. Obviously, the solution could be enhanced with other procedures such as exchanging information between nodes about their synchronisation status and stratum level. 

It is worth mentioning that the solution described in Figure 1 is self-sufficient, namely it is able to work in a standalone way without the need of any other supporting solution. The solution enables an eNB to turn on and to acquire first synchronisation with a neighbouring node on the bases of received reference signals. Immediately after this phase the node can trigger the proposed synchronisation procedures in order to improve the accuracy of synchronisation.
Observation 3: The solution proposed is able to work in a standalone way, i.e. without the need of other supporting synchronisation solutions.
Also, it is worth noting that the solution described herein is able to trigger synchronisation procedures whenever there is a need for it. If an eNB determines, for example, that its levels of cross cell interference are increasing due to misalignment between its frame structure and the structure of neighbouring cells, a new procedure for synchronisation with neighbour eNBs can be triggered. This guarantees that clock drifting is kept on average to the minimum. 
Observation 4: The solution proposed is able to trigger updates of synchronisation procedures when the eNB in need to synchronise determines that an update is needed. This keeps clock drift with respect to neighbour eNBs on average to minimum levels.

4   Conclusion 
In this paper a new solution for the Network Assistance for Network Synchronisation SI was presented. The solution provides better synchronisation accuracy in scenarios where available solutions provide limited accuracy. The solution allows to compensate for propagation delays in multipath transmission cases and it is self sufficient. The solution can be triggered on a flexible and independent basis.
The following observations were captured:

Observation 1: the solution proposed in this paper addresses a scenario where GNSS and network base synchronisation cannot be used due to cost and deployments constraints and where RIBS would be limited in performance due to propagation delays and multipath transmissions.
Observation 2: The solution is able to provide superior synchronisation accuracy by means of calculating the propagation delay between source and target eNB.

Observation 3: The solution proposed is able to work in a standalone way, i.e. without the need of other supporting synchronisation solutions.
Observation 4: The solution proposed is able to trigger updates of synchronisation procedures when the eNB in need to synchronise determines that an update is needed. This keeps clock drift with respect to neighbour eNBs on average to minimum levels.

It is proposed to agree to the TP below, capturing the proposed solution in TR36.898
5   TP to TR36.898 

----------------------------First Change----------------------------

5.1 
Existing requirements
According to TS 36.133 [3], the basic requirement for synchronisation between cells of different eNBs in LTE TDD network is 3 (s (phase deviation between two neighbour cells). There is no general requirement for LTE FDD network.

In order to support features listed below that can be deployed in parts of the LTE network, proposed synchronisation solutions shall be able to provide following phase deviation between two neighbour cells of different eNBs involved in the feature provisioning:

-
eICIC: FFS

-
CoMP: FFS

-
MBMS: FFS

-
Dual connectivity: 33 (s (TS 36.133 [3])

5.2 
Potential solutions
5.2.1
OTA Synchronisation with Propagation Delay Compensation
The solution is based on achieving synchronisation of neighbouring base stations by means of detecting reference signals transmitted over the air (OTA) and calculating propagation delay of such reference signals from synchronisation source to synchronisation target. A general description of the solution is provided in the figure below:
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Figure 1: Description of synchronisation solution

From the figure above it can be seen that the solution introduces a first phase where a node in need to synchronise will request a neighbour node to start procedures for over the air signalling exchange.

In message 1 the node in need of synchronisation, eNB1, after detection of DL signals from a cell of eNB2, sends a request to start synchronisation procedures. In this request a specific cell identifier pointing at a cell of eNB2 with which synchronisation wants to be achieved could be included. 

In message 2, eNB2 responds with an acceptance message. In this message the following information are contained:

· Timing information specifying when the OTA signal from eNB1 will be transmitted. Such timing information could specify the SFN number and SF number with respect to eNB2’s SFN structure at the beginning of which a specific signal would be sent by eNB1. It has to be noted that such over the air signal could be an already existing one.

· Timing information specifying when the OTA signal from eNB2 will be transmitted. Such timing information could specify the SFN number and SF number with respect to eNB2 SFN structure for the system frame at the beginning of which a specific signal would be sent by eNB2. It has to be noted that such over the air signal could be an already existing one. It has to be also noted that eNB1 and eNB2 can detect each other’s signals, therefore they have knowledge of when SFNs start. 
This information could also be included in Message 1
· Identification of eNB1’s cell from which the OTA signal will be expected

In message 3 eNB1 sends a signalling message over the air, at the signalling time specified in message 2.At the time of sending such message a time stamp is generated by eNB1, such timestamp is named T1. At the time of reception of the message at eNB2 a new timestamp will be generated by eNB2, such timestamp is named T2. 

In message 4, eNB2 generates a new signalling message over the air towards eNB1. This message is sent at the time specified in message 2. At the time this new message is sent a new timestamp can be generated by eNB2, which will be called T3. At the time the latter message is received by eNB1, a new time stamp will be generated by eNB1, which will be called T4. 

In message 5, eNB2 signals timestamps T2 and T3 to eNB1 via the X2 interface. 
In step 6 eNB1 has the four time stamps available, T1, T2, T3 and T4. It should be reminded that eNB1 can synchronise to the reference signal of eNB2, but such synchronisation would be affected by propagation delays and multipath transmission, leading to a poor accuracy. By means of knowing the four timestamps, eNB1 can deduce the roundtrip delay between eNB1 and eNB2 by calculating 
Over the Air RTT = (T4-T1) – (T3-T2)
The propagation delay between eNB1 and eNB2 can be estimated by calculating 

Propagation Delay eNB1-eNB2 = (T4-T3)/2 + (T1-T2)/2.

Once the propagation delay between eNB1 and eNB2 is known, eNB1 can determine the offset to apply to the reference signal detected from eNB2. By applying such offset, eNB1 is able to perfectly synchronise to eNB2 and therefore achieve local synchronisation within a cluster of neighbouring cells.

The solution description above touches upon the main aspects of the function. The solution could be enhanced with other procedures such as exchanging information between nodes about their synchronisation status and stratum level. 

5.3 
Comparison of solutions

----------------------------End of Changes----------------------------
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