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1 
Introduction
At last RAN#68 the work item for SCPTM was agreed in [1]. The scope of RAN3 work is as follows:
Specify necessary changes to the existing MBMS interfaces in order to support the SC-PTM operation. MCE is the node to make the decision on whether to use SC-PTM or MBSFN for the transfer of a particular MBMS service. In particular, specify: 
· CN provides necessary information (including the list of cell identities) to the MCE.

· MCE provides the necessary information received from the CN to the eNB (including the list of cell identities and QoS information), so that the eNB knows for which MBMS service(s) in which of its cell(s) it should provide the SC-PTM transmission.

This paper investigates whether there is a specific requirement to address the distributed architecture case on top of what has been shown necessary for addressing the case of centralized architecture (see tdoc R3-151583).
2 
Description
It has been decided at previous RAN3 meetings that the MCE was in charge of making the decision between MBSFN mode and SC-PTM mode and this was consequently clearly stated in the WID. MCE will make the decision based on received list of cells and QoS from the MME and possibly other information such as counting information.

The main changes foreseen by the TR 36.890 are:
· M3 interface: provide information (including the list of cell identities) to the MCE.
· M2 interface: provide information received from the CN (including the list of cell identities and QoS information for the service) to the eNB, so that the eNB uses SC ptm for the related MBMS service in the relevant cell(s), in case the MCE decides to use SC ptm.

The main issue with the distributed architecture is that the MME will propagate the session start over the M3 interface towards all the MCEs in involved by the list of SAIs. For centralized scheme this is acceptable. However for the distributed case this may involve tens of MCE(eNB)s.

Configuration method
A first solution could use configuration by O&M.

Currently an eNB just needs to be configured with the list of mbsfn areas supported by each of its cells. It does not necessarily know to which extent these mbsfn areas sprawl over its neighbour eNBs. For example if eNB1 supports mbsfn area1 and mbsfn area 2 it typically does not know which cells of its neighbour eNBs also supports mbsfn area 1 and mbsfn area 2.  

Therefore if an eNB1 receives the Broadcast Cell List IE from the MME (originated from the GCS AS) which includes only one cell of a neighbour eNB2 involved in mbsfn area 1, the eNB1 cannot determine that it should be involved in the broadcast because it does not know that the received cell also belongs to mbsfn area 1. 

One solution can be to configure every eNB with the complete list of cells supported by the mbsfn areas it supports i.e. including the cells of its neighbour eNBs.

 This is illustrated with the following example:
Mbsfn area1= (cells 11, 12) of eNB1 + (cells 21, 23) of eNB2 + (cell 31) of eNB3

Mbsfn area 2= (cells 13, 14) of eNB1
Then assume the MME sends a broadcast list = cell 21. The eNB1 could understand through proper configuration that cell 21 is involved in mbsfn area 1 even though cell 21 is not a cell of its own. Therefore eNB1 would determine that it must broadcast over cells 11 and 12 which also belong to mbsfn area 1. An example call flow is shown below:
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However one can see in the call flow that in addition to the configuration burden, all eNBs of the list of SAIs receive the Session Start whereas only eNB1, 2, 3 are involved meaning that the other eNBs must fail this Session Start received for no use.
Signalling method
In the current distributed architecture via the M3 Setup Request the MCE(eNB) reports to the MME all the SAIs it supports to help in the MME distribution.
Similarly, the eNB could additionally report in the same M3 Setup Request message the list of MBSFN areas it supports per cell and the MME could store this mapping per cell. When the MBMS Session Start arrives at the MME, the MME can then determine from the included list of cells all mbsfn areas and eNBs involved and then, MME can add to the MBMS Session Start message the list of mbsfn areas it has found before propagating the message to all found involved eNB (MCE)s. Then each eNB(MCE) infers from the received list of mbsfn areas in which cells they should broadcast.

Taking the same example as above, the eNB1 reports in the M3 Setup Request message that cells 11 and 12 belong to mbsfn area 1, eNB2 reports that cells 21 and 23 belong to mbsfn area 1 and eNB3 reports that cell 31 belongs to mbsfn area 1. MME stores this information. When MME receives the Session Start which includes cell 21, it infers that mbsfn area 1 is involved. It can also infer from stored information that eNB1 , eNB2 and eNB3 are involved by mbsfn area 1. MME then adds “mbsfn area 1” to the MBMS Session Start message before sending it to eNB1, eNB2 and eNB3. When eNB1 receives the message including mbsfn area 1 it knows it shall broadcast on cells 11 and 12 and similarly eNB2 determines that it shall broadcast on cells 21 and 23 and eNB3 determines that it shall broadcast on cell 31.
This is illustrated by the following call flow:
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Comparison between configuration method and signalling method
The drawbacks of the configuration method are:
· Signalling Overhead: MME needs to send the Session Start message to all the MCE(eNBs) of the SAIs which can be tens of eNBs depending on the size of the involved SAIs whereas in reality only one or two eNBs are likely involved most of time.

· Processing Overhead: all the eNBs receiving the Broadcast Cell List will need to make the checking whether the received cell IDs match with one of their supported mbsfn areas

· Configuration Effort: all eNBs of the MBMS network must be configured with the full list of cells of the mbsfn areas they are involved in, even cells which belong to neighbour eNBs.

The drawback of the signalling solution:
· MME becomes aware of mbsfn areas

· Impact to M3 Setup message and memory effort in MME to store the mbsfn areas supported per cell

Since both solutions have drawbacks we propose RAN3 to discuss which way to go for the distributed architecture.
3 
Conclusion and Proposal 

This paper has investigated the specific case of the distributed architecture and has shown the drawbacks that both configuration and signalling solutions have.

Proposal: discuss the solutions and select which way to go.
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